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Chapter 1

Introduction

As the most powerful modern computers approach *exascale*—capable of performing at least $10^{18}$ floating-point operations a second—the prevailing hardware trends that have allowed them to achieve this performance will also necessitate changes in how we design the programs and algorithms we intend to execute on them, in order to fully exploit their awesome potential. This PhD research focuses on one such issue, concisely summarized by the following question: how do we most efficiently schedule the constituent parts of a large computational job in modern computing environments?

This question is becoming increasingly pertinent. We focus in particular on *high-performance computing* (HPC) systems, i.e., supercomputers, the most powerful machines available today. This is where the problem is most acute, not least because modern HPC systems have annual energy costs well into the millions of dollars and thus must manage their available resources as intelligently as possible. But we should emphasize here that our question is not specific to HPC and we expect it to become more widely relevant as the current hardware trends there filter downward to everyday computing environments.

Increasing *heterogeneity* in HPC architectures offers us the potential for almost perfect efficiency by ensuring that all of our computations are performed on the resources that are best suited to handle them. The move towards *multicore* processing means that modern processors will each generally have multiple processing cores, which allows us to exploit *parallelism* to a greater degree than ever before. In addition, the growing popularity of *distributed* HPC architectures compounds both of the aforementioned trends. But we can only take advantage of these developments if we fully consider their implications when finding a solution to our question.

In Chapter 2, we give a brief overview of the state of modern HPC systems and discuss the relevant architectural trends in greater detail. We then introduce a programming paradigm that has become popular in recent years as an attempt to harness these hardware changes without complicating the job of the programmer unduly. We conclude the chapter by expressing the problem we are considering
within this programming framework.

Although more important than ever before, this problem is by no means a new one. Many different approaches have been proposed (and tried) before; discussion of these forms the bulk of Chapter 3. We briefly analyze some simple but widely-used heuristics from the perspective of queuing theory. Later in the chapter, we consider in depth the popular *Heterogeneous Earliest Finish Time* (HEFT) algorithm.

The next few chapters then introduce the framework that we propose for tackling our scheduling problem: *reinforcement learning*. This is a kind of machine learning that has been successfully applied to many difficult, seemingly intractable problems in recent years.

In Chapter 4 we give a general introduction to reinforcement learning, and frame the subject more formally in terms of learning a *Markov decision process* with unknown dynamics. We also discuss some generic problems we face and some of the simple methods employed to try and solve them.

Reinforcement learning is inextricably linked with *dynamic programming*, a powerful family of algorithms for solving stochastic optimal control problems. In Chapter 5, we briefly run through the basics of dynamic programming, and introduce some fundamental methods that form the basis for many of the reinforcement learning algorithms introduced in later chapters.

In Chapter 6 we then introduce so-called *Monte Carlo* reinforcement learning, where we learn optimal ways to behave based on data gathered from samples of experience. We then describe some simple algorithms that have proven to be both extremely powerful and popular.

Similarly, in Chapter 7, we introduce *temporal-difference* learning, a family of methods that combine some of the features of Monte Carlo learning with those of classical dynamic programming.

Interest in reinforcement learning has exploded in recent years in large part due to notable successes achieved by combining it with another booming area of machine learning, *deep learning*. This is the focus of Chapter 8.

In the remaining chapter, Chapter 9, we then shift the emphasis to summarizing the progress we have made in the first year of this PhD research project, describing also the problems we have encountered and the work we intend to do in the future, including a proposed timetable for the remainder of the project.
Chapter 2

Trends in high-performance computing

About fifteen years ago, it became apparent that although Moore’s Law for transistor densities continued to hold true, performance improvement of single-core processors had begun to stagnate [20]. This was primarily because physical upper limits on their clock frequencies had been reached due to heat, power and current leakage issues [5, 127], a problem sometimes referred to as the frequency wall. To get around this, designers instead began to increase the number of processing cores on each individual chip.

Thus we entered the multicore\(^1\) era. Today, processors with more than one thousand cores are not unheard of [19], and even mainstream computers—desktops, laptops, tablets, games consoles—now almost universally have multicore processors. Modern HPC systems themselves may have hundreds of thousands or even millions of cores: the Sunway TaihuLight—as of this writing, the world’s fastest supercomputer—has 40,690 processors, each with 260 cores, for a total of 10,579,400 cores [137].

Although the move towards multicore processing enabled HPC systems to surmount the frequency wall and maintain constant improvement in performance, energy issues soon came to the forefront. As processors have grown more and more powerful, their energy consumption and heat production has grown correspondingly, to an impractical degree [39]; this problem is often called the energy wall [26]. Computing systems with many different kinds of processors have thus became increasingly attractive. The basic idea is that by assigning vital or compute-intensive tasks to higher performance (and therefore usually power) processors and less pressing or compute-intensive tasks to lower performance (power)

\(^1\)A distinction is often made between multicore and manycore, with the latter generally being used for specialized processors which are explicitly designed to exploit a high degree of parallelism that generally have upwards of dozens of cores. However, as they are simply a kind of multicore processor, we will use that term unless we feel the need to distinguish between them.
ones, we can reduce wasted computational effort and therefore improve overall energy efficiency [26, 47]. Modern high-performance computing architectures are increasingly heterogeneous and it is expected that this trend will, if anything, accelerate in the future [7, 20]. We discuss this in greater depth in Section 2.1.

Of course, the massive growth in the number of cores available to us offers us massively more potential for performing parallel computations. But it also means that now almost everything must be parallelizable in order to make the most of the resources available, thus making parallelism more central than ever before. Indeed, we shall see in Section 2.2 that modern HPC systems potentially offer many different levels of parallelism, increasing its importance still further.

Another great sea change in HPC in recent years has been the increasing prominence of distributed architectures, in which we may have many separate computational nodes working in tandem. These nodes may be very different from one another and separated by great distances, potentially being oceans apart. Distributed computing has been in vogue for a long time but the complexity of modern systems has increased to the extent that it deserves to be discussed in more detail, which we do in Section 2.3.

The massive growth in parallelism afforded to us by modern HPC systems is ultimately problematic for the simple reason that humans find it very difficult to think in parallel and so our software and algorithms lag far behind the hardware. Fundamental changes to our traditional programming frameworks are therefore required. One such approach is task-based parallel programming, the focus of Section 2.4.

We conclude this chapter in Section 2.5 by summarizing the trends we have highlighted in the previous sections, as well as restating the problem which motivates this research in the context of the task-based programming framework.

2.1 Heterogeneous architectures

Of course, although energy concerns may have instigated the move towards heterogeneous architectures, they also simply make sense on a much more fundamental level. Different kinds of processors have different attributes, such as their power, energy consumption and, crucially, what sort of computational tasks they are good at. So if we want to achieve the best possible performance, why don’t we make sure that we perform each of the constituent parts of an application on the kind of processor best suited to handle it?

Recent years have seen a sharp increase in the prevalence of HPC systems which make use of accelerators, dedicated hardware used for increased performance, or coprocessors, additional processing units designed to supplement the traditional CPUs. These are the subject of Section 2.1.1. Initially, research was often focused either on how they could be used as a replacement for more traditional processors, or how certain parts of an application could be offloaded onto
them (with relatively little coordination with the rest of the processors). However, the consensus is now shifting toward the idea that to achieve the best possible performance we need to design systems that seamlessly integrate a wide variety of processing units [78], by which we mean any device capable of performing general computations.

It has not escaped notice that the guiding principle of heterogeneous computing applies even to cores on the same chip. Processors of this kind are becoming increasingly common and offer promising performance gains. We shall touch on these briefly in Section 2.1.2.

2.1.1 Accelerators and coprocessors

More than one hundred of the machines on the November 2017 TOP500 list of the world’s most powerful supercomputers are accelerated\(^2\) systems [137]. Among the Green500, the list of those machines that provide the best performance (in terms of floating point operations per second, or flops) per watt of energy supplied, we find that all of the current top ten are accelerated systems [46].

There are a wide variety of devices employed as accelerators or coprocessors in modern HPC but the real driver of this trend in the last few years has been the Graphics Processing Unit (GPU\(^3\)). Fueled by their importance in the gaming industry, GPUs have become both increasingly cheap and powerful in recent years and, being optimized for graphics rendering applications, they have proven to be adept at many other large, parallel tasks which access memory in a regular manner [91].

For example, in numerical linear algebra, GPUs have often been found to deliver far better performance than CPUs when multiplying or factorizing very large matrices—which is a classic embarrassingly parallel task—but the converse is usually true when performing smaller, more serial tasks [3, 156].

Even more so than linear algebra, the area most responsible for the recent popularity of GPUs in HPC is machine learning, a field that has attracted tremendous interest in recent years and will be treated in later chapters of this report. This is largely because in such applications we generally have to do lots of computations (which often can be done in parallel) on an enormous amount of data, which is exactly the kind of task for which GPUs are intrinsically well-suited [123].

Also popular as accelerators are Field-Programmable Gate Arrays (FPGAs), integrated chips that can be programmed for specialized tasks. They have been around for several decades but have recently become more prominent than ever before, as evidenced by Microsoft’s Project Catapult, where they are used as accelerators in network servers in the company’s data centers [76].

---

\(^2\)By which we also include those making use of coprocessors.

\(^3\) Some prefer to use GPGPU (for General Purpose Graphics Processing Unit) when they are used for general computations but we will stick with the shorter acronym.
Many HPC systems simply use powerful manycore processors as accelerators rather than GPUs or FPGAs. Indeed, despite the overall dominance of GPU-based accelerator systems on the most recent Green500 list, four of the top five machines actually use the 2048-core PEZY-SC2 [153] processor as an accelerator [137].

2.1.2 Heterogeneous multicore processors
Clearly the same principle which motivates the trend toward architectures with a variety of different processing units extends further to cores on the same chip. Heterogeneous multicore processors are becoming increasingly common and offer promising performance relative to traditional homogeneous architectures, particularly with regard to energy efficiency [62, 110, 145].

Major manufacturers such as Intel and AMD have begun to produce heterogeneous chips which integrate CPUs and GPUs onto the same piece of silicon for the consumer market, and this is expected to become the default in the near future [146].

2.2 Hierarchical parallelism
High-performance computers have been almost universally parallel since at least the 1990s, but modern machines take this to extremes never seen before. Increasingly, we have a hierarchy of potential parallelism: across different nodes in a system, between the processing units within those nodes themselves, among the cores of those processors, and so on.

Figure 2.1 illustrates the hierarchical parallelism of IBM’s Blue Gene series of supercomputers. We see that we have two cores to a chip, two chips to a compute card, sixteen compute cards to a node code, and so on, for multiple levels of parallelism. This is typical of a modern HPC system.

As previously noted, the most significant problem with parallel computing in general is that it has traditionally proven difficult from a programming perspective [32, 84]. This is compounded by the complex hierarchical parallelism of modern HPC systems [148]. From a programming perspective, the question therefore is, how do we successfully exploit all this new potential parallelism without departing too radically from our current programming practices? After all, we want to able to retain existing programs and software that have proven successful to as large an extent as possible.

2.3 Distributed computing
A distributed system consists of many separate nodes connected in a network which work together so that the user can essentially consider them to form a
single system. A node may be any discrete computing unit and could be a physical hardware device or even a software abstraction (e.g., a thread). Depending on the system, the complexity of the nodes themselves can range from simple single processor devices to manycore machines which may themselves be distributed systems.

In order to ensure that the constituent nodes of a distributed system work together effectively, they need to communicate efficiently. Details of how this is generally done are mostly outside our scope, but an accessible recent overview can be found, for example, here [142]. For our purposes, it suffices to say that this is a mature topic that has been studied in depth and that the prevailing modern approach is message passing, in particular the Message Passing Interface (MPI) standard [11].

Distributed HPC systems can generally be divided into two types: cluster computing and grid computing. The former refers to systems comprising multiple workstations connected in a local network, with each node generally being quite similar and running the same operating system (i.e., usually homogeneous). By contrast, grid computing refers to systems comprised of multiple nodes that may be very different in terms of both hardware and software, which may not even be administrated centrally [142].

Cloud computing can be viewed as an extension of grid computing: essentially, users can construct the infrastructure they want from a large pool of available resources, usually over the internet. Although we shall not explicitly discuss it...
any further, cloud computing is a growth area at the moment and anyone working in HPC should at least be aware of it and its potential.

In any multiprocessor computing environment, memory management is of the utmost importance. The enormous number of cores available in modern HPC systems have proven difficult to incorporate into strictly shared memory architectures due to power issues, so the prevailing trend at the moment is for hybrid systems where the nodes are shared memory—i.e., with all processors in the node having access to the same common memory—but memory is distributed across the system itself, with an interconnect used to send messages (e.g., data) between the nodes. Specialized interconnects are often used in modern HPC systems but they are still usually relatively slow so communication between processors on different nodes is often expensive.

Like parallel architectures, distributed systems have long been important in both HPC and general computing, but have increased in both prominence and complexity in recent years.

### 2.4 Task parallelism

One of the most popular modern parallel programming paradigms is based on the concept of a task—a logically discrete unit of work. The main idea is that we can simply divide up the application we wish to execute into a set of tasks, of any size or type we choose. We then identify which tasks can be done in parallel and which cannot by specifying all the dependencies between them (e.g., “we must complete task A before doing task B” or “task C needs some information from task D before it can be done”). Finally, we distribute the tasks to the available computational resources according to some scheduling strategy.

Two big advantages of the task-based programming model are as follows.

1. Extreme portability. Once we have decided how we define our tasks and specified what dependencies there are between them, we can effectively regard our application as a graph (see Section 2.4.1) and thus the application can be ported anywhere in that form.

2. Writing parallel programs becomes much easier. The programmer basically just needs to write sequential code to be executed at the task level and specify the dependencies between the tasks (e.g., how they access shared data). The tricky part is ensuring those tasks are then assigned to the available computational resources in such a way that they can be efficiently executed in parallel; this can be handled by a runtime system to further alleviate the burden on the programmer [20].

Another attraction from our perspective is that task-based programming has proven to be particularly well-suited for linear algebra applications. This goes
hand-in-hand with the recent popularity of tiled matrix algorithms. The idea is that we define our tasks to be BLAS calls (see Appendix B) on tiles of the matrix, where we choose the size of the tiles (i.e., the granularity of our tasks) however we see fit (for example, so they will fit into cache). This allows us to achieve our goal of exploiting more parallelism than before while still retaining existing code that has proven to be popular and effective—in this case, BLAS implementations [1]. We give one example of how this may be done for the block Cholesky factorization of a matrix in the following section.

2.4.1 From tasks to DAGs

One of the biggest advantages of task-based programming is that we can express our application as a Task Dependency Graph (TDG), where each node of the graph represents a task and the edges the dependencies between them. These task graphs will be Directed Acyclic Graphs (DAGs), i.e., directed graphs that contains no cycles. From now on, we may use the term DAG interchangeably with task graph or TDG.

For example, Zafari, Larsson and Tillenius in [160] give one possible task graph for the $4 \times 4$ block Cholesky factorization of a matrix $A$, which we reproduce in Figure 2.2. Here, $A_{ij}$ represents the $(i,j)$ submatrix of the matrix $A$ and the colours of the nodes represent BLAS calls: grey = SYRK (symmetric rank-k update), pink = POTRF (Cholesky factorization), blue = TRSM (triangular matrix solver), and green = GEMM (matrix-matrix multiplication). See Appendix B for pseudocode for the block Cholesky factorization of a matrix, as well as other important definitions and concepts from numerical linear algebra.

The factorization proceeds as follows. First, we call POTRF to perform a Cholesky factorization of the submatrix $A_{00}$. We then use this to update the rest of the blocks in the leading panel using TRSM. Then we update the diagonal blocks with SYRK and the rest of the blocks below the diagonal with GEMM. Now we repeat the procedure beginning with $A_{11}$, and continue in this fashion until the entire matrix $A$ has been factorized. The key thing to note here is that the tasks on each level of the DAG can be executed in parallel.

Apart from portability, another reason why the abstraction from applications to DAGs is so useful is that it allows us to bring known results and techniques from other areas of mathematics to bear; we know quite a lot about graphs. In particular, the concept of the critical path is important. The name itself comes from project management, where it is the longest sequence of activities that must be done in order to complete a project [58]. In the case of a graph, the critical path is just the longest of all possible paths through it. This is important for us because, if we assume sufficient parallelism, then the time it takes to execute the tasks on the critical path of a DAG therefore gives a lower bound on the total execution time of the entire application represented by that DAG.

Finding the longest path in a DAG is a well-understood problem for which
Figure 2.2: Possible task graph of a $4 \times 4$ block Cholesky factorization of a $12 \times 12$ matrix $A$, taken from [160]. Solid lines indicate task dependencies and dashed lines represent the fact that the tasks may be re-ordered but cannot be executed concurrently. The two bordered boxes show task graphs for block TRSM and POTRF calls on a $3 \times 3$ submatrix $A_{ij}$. 
many methods exist for finding a solution. Of course, in practice things will be messier than we thus far supposed; for example, we will usually be dealing with estimates of the weights of the nodes in the graph, about which we will have some degree of uncertainty. Still, good approaches exist. The idea of planning along the critical path of an application’s task graph motivates many of the scheduling algorithms that we shall see in Chapter 3.

We can distinguish two classes of task-based programming models: Sequential Task Flow (STF) models and Parameterized Task Graph (PTG) models. The former is the more common: we construct the DAG based on the order in which tasks are inserted and how data is accessed, so, in particular, we always have access to the entire DAG. In contrast, in PTG models, we never need to see the entire DAG at once. Tasks and their associated dependencies are expressed symbolically, and each node of the graph can use this symbolic representation to extract the portion of the DAG relevant to the tasks it has to execute [164]. We will see examples of software using both types of model in the next section.

2.4.2 Relevant software

Task parallelism is currently much in vogue for programming HPC systems, particularly for linear algebra [136]. OpenMP [89] has supported task-based programming since version 3.0 was released in 2008. OpenCL (Open Computing Language) [59] is a popular framework for parallel programming on heterogeneous platforms that allows task parallelism.

Linear algebra libraries and runtime systems that depend on the task-based approach include the following.

PLASMA (Parallel Linear Algebra for Multicore Architectures [37]) is a dense linear algebra software library designed for modern multicore architectures, although it only supports shared memory machines at present and is mainly intended for homogeneous systems. The PLASMA library consists of efficient implementations of parallel task-based versions of LAPACK and BLAS Level 3 routines. PLASMA routines follow the general approach for task-based linear algebra algorithms: the matrix is first converted to a tile layout and tasks are then defined at tile granularity. PLASMA was originally based on a runtime system called QUARK (Queuing And Runtime for Kernels), but switched to OpenMP after the latter began to support task-based programming.

DPLASMA (Distributed Parallel Linear Algebra for Multicore Architectures [35]) is an extension of PLASMA to distributed systems. It is very similar to PLASMA but uses a completely different task-based runtime system.

PaRSEC (Parallel Runtime Scheduling and Execution Control [20]) supports the scheduling of tasks in both shared and distributed memory architectures with accelerators and coprocessors. Unlike the QUARK runtime that PLASMA is based on, PaRSEC (which is used for DPLASMA) uses the PTG model.

MAGMA (Matrix Algebra for GPU and Multicore Architectures [36]) is an
implementation of LAPACK routines for hybrid systems consisting of multicore processors and GPUs. At present, it is limited to a single hybrid node with CPUs and a GPU but it can also support multiple GPU systems. Unlike PLASMA and DPLASMA, which are based on tile algorithms with a lot of support from runtime systems for dynamic task scheduling, MAGMA exclusively uses static task scheduling.

StarPU\(^4\) [7] is a runtime system initially designed for heterogeneous multicore architectures and recently extended to distributed memory systems. StarPU is of particular interest to us as it allows users to implement their own custom scheduling algorithms, and implements many of the existing state-of-the-art scheduling heuristics (see Chapter 3).

StarPU supports the C programming language through extensions implemented by a GNU Compiler Collection (GCC) plug-in [28]. In Appendix C we include code for a simple implementation of the block Cholesky factorization of a matrix in this framework.

We compared the time taken for the factorization of random large (usually \(4096 \times 4096\)) positive semidefinite matrices with the time taken to factorize the entire matrix using the LAPACK \texttt{DPOTRF} routine (with Intel’s multithreaded Math Kernel Library (MKL) [52] for optimized BLAS). All our experiments were performed on a machine with an Intel Core m3-6Y30 quad-core processor running at 0.90 Ghz with 8GB of memory; the operating system was Ubuntu 17.10. We consistently found that our StarPU implementation performed the factorization about twice as fast as using the LAPACK routine to factorize the entire matrix at once (as we would hope).

### 2.5 The task scheduling problem

To summarize the preceding sections of this chapter, modern HPC systems may:

1. Be highly heterogeneous, on many levels.
2. Have a hierarchy of many different levels of possible parallelism.
3. Possibly be distributed in a complex manner, for example with processors within nodes sharing memory but data being distributed across the nodes themselves.

So the problem we ultimately want to solve is: given a HPC system that may have some or all of the above features, how do we find the optimal schedule for assigning the constituent tasks of an application to the available processing units?

\(^4\)The name is not an acronym but should be read as *PU. Linux users should hopefully then see why this is appropriate for a runtime system targeting heterogeneous systems.
How we choose to define an optimal schedule is up to us. It could be the one which minimizes the total execution time, or the total energy consumption of the machine, or anything else we like. But whatever we choose, we should like to have an efficient algorithm which takes our system and the job we want to execute as inputs and returns an optimal schedule.

It should be clear by this juncture that our task scheduling problem is simply an instance of a more general combinatorial optimization problem (e.g., replace processing units with server and task with customer in the problem statement above), in which we have a set of jobs with various processing times and a collection of machines with different processing rates, and we want to find a schedule that optimizes some variable (usually the makespan, the total time it takes to process all the jobs). This is known as the job shop scheduling problem, and has been extensively studied for many years. Perhaps the most notable special case of job shop scheduling is the famous traveling salesman problem, where we have a single machine (the salesman) and multiple jobs (the cities he must visit).

As a general rule, scheduling problems are usually NP-hard, except for some special cases [44]. The job shop scheduling problem with three or more machines was proven to be NP-complete by Garey in 1976 [43], as we should expect given that the traveling salesman problem is notoriously difficult. Our task scheduling problem in particular is no exception and is known to be NP-complete, even in the case where we have entirely homogeneous processors [138].

Assuming of course that $P \neq NP$, this means that, as with all NP-complete problems, in lieu of efficient algorithms that are guaranteed to converge to optimal solutions we must make do with heuristics that give us reasonably good solutions in reasonable time. Some of the most prominent examples which have been proposed are detailed in the next chapter.

We should point out at this juncture that thus far we have been assuming that we have a HPC system and have been given a specific application that we want to execute on it. Ultimately though we don’t just want an algorithm that finds a good schedule for a single application—we want to be able to find good schedules for a wide range of applications, run on a wide range of system architectures. What we really want is to be able to handle arbitrary combinations of application and architecture, and still produce a good schedule. From Chapter 4 onward, we introduce a framework which we believe is a promising approach toward accomplishing this objective.
Chapter 3

Existing task scheduling heuristics

In this chapter, we give a brief overview of existing approaches to the task scheduling problem. In Section 3.1 we describe some simple scheduling heuristics that have been widely used, before moving on in Section 3.2 to discuss some of the more complex strategies that have also been proposed, including an extended analysis of Heterogeneous Earliest Finish Time (HEFT), which has proven to be the most popular heuristic in practice thus far.

First, we introduce some more useful concepts.

A performance model of a system is simply the model of the system we are using in order to make predictions about its future behavior, including all the information we have and the assumptions we are making. Clearly, the utility of a performance model depends to a great extent on its accuracy.

Load balancing means redistributing work across a network in order to improve performance (however we choose to define it, e.g., ensuring no processors remain idle or that the job is completed in the shortest possible time).

We can make a distinction between static and dynamic scheduling algorithms. Static schedules are fixed before execution and never subsequently altered; tasks are initially assigned to processors and never moved anywhere else. Dynamic scheduling algorithms use information gathered during the execution of the job to alter the initial schedule; a simple example would be reassigning tasks waiting to be executed by one processor to another which is currently idle.

There are generic advantages and disadvantages to both approaches. We usually need a lot of information about the system (i.e., a good performance model) for a static schedule to be reliable, whereas dynamic schedules can compensate for any errors in their estimates during execution. However, dynamic schedules can often incur further computational overhead; for example, in order to reassign work to an idle processor, we first need to check all the processors to find which ones are idle, then we need to actually move the work to one of them, increasing overall communication costs.
Some consider entirely static schedulers to no longer be sufficient because of the nature of modern heterogeneous computing architectures [7, 26]. An argument could be made however that this is not true because of the growing disparity between high communication costs and cheap computation, as well as the increasing prominence of distributed memory systems, which means that dynamic schedulers may be significantly more expensive. Both of these perspectives have merit, so we may need to consider hybrid scheduling strategies, which mix both static and dynamic schedules. For example, we may have a distributed memory system consisting of many shared memory nodes for which communication costs between them are so expensive that we want to statically schedule tasks to the nodes but dynamically schedule the tasks within those nodes themselves.

3.1 Simple heuristics

It is not hard to think of some very simple heuristics we can use for mapping tasks to processors. The following are examples of some basic scheduling rules that have frequently been used in practice. All three are implemented in StarPU, whose naming convention we follow here.

- **Random.** Jobs are assigned to processors according to their speed, with faster processors getting more work than slower ones. We calculate (or usually estimate) the fraction of the overall performance achieved by each of the processors and then attempt to assign the corresponding fraction of the jobs to be completed to that processor. This strategy is inherently static and thus its efficiency depends to a large extent on the accuracy of the performance model of the system that is being used.

- **Work stealing.** There are two main variants of this dynamic scheduling heuristic. In the standard work stealing strategy, we assign tasks to the processors according to some other policy (for example, StarPU’s implementation uses random scheduling as described above). Then once a processor becomes idle, it can take some tasks from the queue of the most loaded processor. The local work stealing strategy avoids the overhead of having to determine which processor is the most loaded by only allowing an idle processor to take a task from a neighbor (however we choose to define neighbor), who may not even be the most loaded neighbor.

- **Eager.** All of the tasks to be executed are stored in a single queue, shared by all the processors. Once a processor becomes idle, it retrieves another from the central queue. This is clearly a dynamic scheduling strategy.

The performance of these was investigated in [164] by Zounon\textsuperscript{1} as part of the Parallel Numerical Linear Algebra for Future Extreme Scale Systems (NLAFET)

\textsuperscript{1}To which this author also contributed.
A novel linear algebra library christened *PlaStar* which builds the PLASMA library on top of the StarPU runtime system was created in order to facilitate the investigation; source code is available at the project’s Github page. Numerical experiments with all three heuristics (four, differentiating the standard and local work stealing scheduling strategies) were performed on three different homogeneous architectures using two tiled PLASMA algorithms (QR and Cholesky factorization). Comparisons were made with the performance achieved using PLASMA with the default OpenMP runtime and scheduler. It was found that in general the simple heuristics were fairly efficient, usually only slightly under performing relative to the OpenMP version, although the random strategy in particular sometimes performed poorly. However, these results were for homogeneous, shared memory systems; for heterogeneous, possibly distributed memory, architectures, it has been found that simple heuristics like those we have described thus far are generally inadequate.

### 3.1.1 Relating to queuing theory

We can analyze the simple heuristics given above from the perspective of queuing theory. This is not a rigorous analysis and we did not pursue this approach any further but it may still be illustrative, particularly as it may go some way towards explaining the numerical results presented by Zounon.

It is easy to see how we can view this as a queuing problem: we have a collection of processors (or *servers* in the parlance of queuing theory) and a set of tasks (or *customers*) that need to be processed (i.e., served). We wish to minimize the number of tasks still to be completed (i.e., the length of the queue). This is a basic queuing theory problem and if we make certain reasonable assumptions, a lot can be said.

The standard way to model such a system is to assume that the time between arrival of new jobs and the time it takes to process a job are independent random variables, from different distributions. We are interested in the length of the queue—the number of tasks currently being processed or waiting to be processed at any given time—which is a random process. In the particular case where the arrival times of jobs and the processing times of those jobs are both exponentially distributed, this random process is a continuous time *Markov chain*.

In order to relate the random scheduling heuristic as described above to a well-known queue, we first consider the case of a single processor, as that makes the exposition cleaner; we will then extend it to many. Suppose the arrival time of jobs to be processed is exponential with parameter \( \lambda \) and the processing time is exponential with parameter \( \mu \). Then the number of tasks still to be processed (i.e., in the queue) is a Markov chain \( (X_n)_{n \geq 0} \).

This kind of queue is known as an M/M/1 queue (*memoryless inter-arrival times/memoryless service times/one server*), and it is well understood. For example, in [88] Norris shows the following:
• If \( \lambda > \mu \) then \((X_n)_{n \geq 0}\) is \textit{transient}—the length of the queue is unbounded in the long term.

• If \( \lambda < \mu \) (which we shall assume from now on) then \((X_n)_{n \geq 0}\) is \textit{positive recurrent}, i.e., the expected time between visits of all states is finite, and it has the \textit{stationary distribution}
  \[
  \pi_i = (1 - \rho) \rho^i,
  \]
  i.e., the probability of the system being in state \( i \) is \((1 - \rho) \rho^i\). The parameter \( \rho = \lambda/\mu \) is called the \textit{load}. Note that \( \pi_i \) is a geometric distribution with parameter \( \rho \).

• When the system is in equilibrium, the average length of the queue is simply \( \lambda/(\mu - \lambda) \).

• The average length of time each processor is continuously busy is \( 1/(\mu - \lambda) \).
  This ratio is also the mean waiting time for any given task to be executed.

When we have multiple processors, each of the (say, \( N \)) processors in this strategy effectively has its own queue, so extending this analysis to that case is straightforward. Ultimately, we find that the overall system load—the ratio of the total arrival rate of jobs to the total processing rate—is the sum of \( N \) geometric random variables \( \rho \).

Similarly, the eager heuristic as described in the previous section can be related to another well-known queue. We have a single queue of tasks, shared by multiple (say, \( s \)) processors, and as soon as a processor becomes idle, the next task in the queue goes to that processor; this is a classic example of an M/M/s queue (memoryless inter-arrival times/memoryless service times/s servers).

Assume again that jobs arrive in the queue at rate \( \lambda \). Assume also that each worker can process a job at rate \( \mu \)—i.e., they are homogeneous, which was indeed the case in Zounon’s numerical experiments. If \( i \) workers are busy, then the first job in the queue (which includes those currently being processed) is completed at a time which is the minimum of \( i \) independent exponential times of parameter \( \mu \). Therefore, the time taken to complete the first task is exponential with parameter \( i\mu \). When all the workers are busy, the time taken to complete a task is therefore exponential with parameter \( s\mu \). We see again that the queue size is also an example of a Markov chain.

This time the chain is transient if \( \lambda > s\mu \). If this does not hold, then the chain is recurrent and the \textit{detailed balance equation} gives
  \[
  \pi_i \cdot i\mu = \pi_{i-1} \lambda
  \]
  \[
  \implies \pi_i = \frac{\lambda}{i\mu} \pi_{i-1}
  \]
  \[
  = \frac{\rho^i}{i!} \pi_0,
  \]
where $\rho = \lambda/\mu$ is the load. Note that in the particular case when we allow $s = \infty$, we can take $\pi_0 = e^{-\rho}$ so that

$$\pi_i = \frac{\rho^i}{i!} e^{-\rho},$$

which is a Poisson distribution with parameter $\rho$.

The important takeaway from this is that, as the number of workers increases, we expect the distribution of the total system load to increasingly resemble a Poisson process, which has a much narrower tail than, for example, the geometric distribution of the random scheduling strategy.

We can easily—albeit very informally—relate the local work stealing strategy to the queuing theory analysis performed for the eager strategy, as follows. Effectively, each group of “neighbors” forms a subsystem that works according to something very similar to the greedy algorithm, and therefore the number of tasks in each “subqueue” is a Poisson process by the same analysis as before. Hence if we have $N$ groups of “neighbors” then the total system load would (roughly) be the sum of $N$ Poisson processes.

As emphasized earlier, this is a very informal analysis in which we have made a lot of assumptions that may not actually hold. However, our analyses of the different scheduling strategies from this perspective could go some way towards explaining the behaviour observed in Zounon’s numerical experiments, if we do assume that this is (at least approximately) an appropriate model. Certainly, the fact that the overall system load is geometrically distributed for the random strategy, rather than the exponential distributions of the other strategies, could explain its relatively poor performance.

Once again, we have not pursued this queuing theory type of analysis any further, but we felt it should be included here in case we decide to take this perspective again at some point in the future.

## 3.2 More complex scheduling strategies

Both Topcuoglu, Hariri and Wu in [138] and more recently Chronaki et al. in [26] divide all of the existing scheduling heuristics that have been proposed for both homogeneous and heterogeneous architectures into four categories: listing, clustering, guided random and duplication-based schedulers. The majority of examples in all these classes were intended for homogeneous architectures, although many of these can be easily extended to the heterogeneous case. Others were explicitly intended for heterogeneous systems.

### 3.2.1 Clustering schedulers

These scheduling strategies work by first clustering the tasks to be executed according to some chosen policy and then assigning each cluster to a specific
processor. The clustering step is generally done with the assumption of infinitely many processors, and the resultant clusters are then (if need be) themselves merged together to match the number of processors; Topcuoglu, Hariri and Wu believe this makes heuristic algorithms of this form impractical [138], although some of the algorithms proposed since then (2002) claim to have overcome this handicap [48].

Example heuristic algorithms in this class can be found at [48], [55], [71], [155], and [159]. Topcuoglu, Hariri and Wu note that the Levelized Min Time algorithm from [55] in particular was explicitly designed for heterogeneous architectures [138], although it performed relatively poorly in the numerical experiments they conducted with other algorithms.

### 3.2.2 Guided random schedulers

The basic idea behind these methods is that we start with a (possibly randomly generated) set of schedules and then introduce some randomness to them in order to generate a new set of candidate schedules until we find one which is sufficiently good for our purposes [138].

The most prominent approach of this kind for the task scheduling problem has been *evolutionary algorithms*, which take inspiration from the biological sciences. Evolutionary algorithms are an example of what is called a *metaheuristic*—basically, a heuristic for choosing heuristics in which solve a problem (i.e., we search for a good algorithm for solving the problem rather than searching for a solution directly). All evolutionary algorithms have the following basic structure:

1. Generate a random *population of individuals* (i.e., schedules).

2. Evaluate the *fitness* of each of them (i.e., how well the schedules satisfy the conditions we want).

3. Select the fittest individuals (however many we like) and *breed* them with each other to produce a new *generation of individuals*. Here, when we say “breed” we mean that we combine schedules in some biologically inspired way—for example *mutation*—in order to create new ones.

4. Repeat Steps 1–3 for the offspring, until a satisfactory individual is found.

The most widely-used kind of evolutionary algorithms are *genetic algorithms*, a term which is sometimes used as a synonym. They take inspiration in particular from how the genome of two biological parents combines in order to form offspring. We will not describe how they embellish the basic evolutionary algorithm framework given above, but the curious reader can find a good general introduction, for example, here: [152].
Evolutionary algorithms have been a very popular technique for many different scheduling problems and can often produce optimal or nearly optimal schedules in practice. However, they generally take a relatively long time to actually find a schedule compared to other methods. For example, it was found in [21] that genetic algorithms usually produced better schedules than several other scheduling heuristics, but took up to 300 times as long to do so. Topcuoglu, Hariri and Wu suggest that any performance gains achieved by finding superior schedules are usually negated by the greater time genetic algorithms need to produce a schedule [138], although this may not always be the case; see Section 9.4.3 for further discussion along these lines.

Another potential drawback when using genetic algorithms is that they normally require a lot of testing in order to find optimal values for the control parameters (e.g., mutation rate) that they use [138].

Examples of this kind of scheduler include [31], [42], [50], [57], [72], [92], [93], [95], [136], [147], [151] and [158]. Note that many of these were intended for heterogeneous systems.

Other families of metaheuristics have been applied to the task scheduling problem. One such example is what are called chemical reaction algorithms. These take inspiration from molecular interactions in chemistry in order to randomize their candidate solutions. Examples can be found at [69] and [157], both of which are intended for heterogeneous systems.

3.2.3 Duplication-based schedulers

Data awareness is more important than ever because of the disparity between cheap computation and expensive communication, and data duplication is a straightforward way to avoid excessive communication costs; this basic idea is widely used throughout distributed computing. The motivation behind schedulers in this class is to reduce communication costs by ensuring that successive tasks are each scheduled on the same processor, even if this requires tasks to be duplicated across different processors [26, 138]. Writing in 2002, Topcuoglu, Hariri and Wu stated that heuristics in this class were generally for an unbounded number of homogeneous processors and have high time complexity bounds relative to the other classes [138], however there are more recent strategies that are explicitly intended for heterogeneous architectures [2].

Examples of this class of schedulers can be found at [2], [4], [10], [27], [61], [96], and [163].

3.2.4 Listing schedulers

Regarded by Topcuoglu, Hariri and Wu as generally the most practical and best-performing class [138], listing schedulers work by assigning a priority to all of the tasks in the DAG according to some chosen policy (the task prioritizing phase)
and then assigning the tasks to the processors accordingly (the *processor selection* phase) [26, 138]. Almost all of the strategies based on the critical path approach are of this form.

As with the other classes, many of these heuristics were intended originally for homogeneous processors, but there are also some that were created for heterogeneous systems. The most prominent of these is *Heterogeneous Earliest Finish Time* (HEFT), proposed by Topcuoglu, Hariri and Wu in [138]. This is arguably the most popular of all scheduling strategies for heterogeneous systems at present. In the following section, we give a brief description of the HEFT algorithm and some later variants that have been proposed.

**HEFT and its variants**

Suppose we have a DAG with *v* tasks and *e* edges connecting the tasks, and we are working in a heterogeneous environment with *q* processors. Let *w*$_{ij}$ be the estimated time it takes to execute task *t*$_i$ on processor *p*$_j$ (if we wish to optimize anything other than execution time, we can define *w*$_{ij}$ accordingly, such as estimated power consumption if we are concerned with energy costs). Then we define the *average execution cost* of task *t*$_i$ by

\[ \overline{w}_i := \frac{1}{q} \sum_{j=1}^{q} w_{ij} / q. \]

Now we give a few other definitions we need in order to state the HEFT algorithm. Let *d*$_{ij}$ be the amount of data that needs to be transmitted from task *t*$_i$ to task *t*$_j$. Let *b*$_{mn}$ be the data transfer rate between processors *p*$_m$ and *p*$_n$, and $\overline{B}$ be the average of all such transfer rates between processors. Define *S*$_m$ to be the communication startup cost of processor *p*$_m$, and $\overline{S}$ to be the average of all processor communication startup costs.

The communication cost from task *t*$_i$, which is scheduled on processor *p*$_m$, to task *t*$_j$, which is scheduled on processor *p*$_n$, is given by

\[ c_{ij} := L_m + \frac{d_{ij}}{b_{mn}}, \]

and the *average communication cost* of the edge (*i*, *j*) is defined by

\[ \overline{c}_{ij} := L + \frac{d_{ij}}{\overline{B}}. \]

HEFT then uses the concept of the *upward rank* of a task. This is basically the length of the critical path of the DAG from that task to the end, including the cost of the task itself [138]. More formally, for any task *t*$_i$ in the DAG, we define its upward rank $rank_u(t_i)$ recursively, starting from the end task, by

\[ rank_u(t_i) := \overline{w}_i + \max_{t_j \in \text{succ}(t_i)} (\overline{c}_{ij} + rank_u(t_j)), \]
where $\text{succ}(t_i)$ is the set of tasks that immediately succeed task $t_i$.

We conclude the task prioritizing stage of the HEFT algorithm by listing all the tasks in decreasing order of upward rank, with ties broken randomly.

In the processor selection stage, the algorithm assigns the task at the top of the list (i.e., the one with the highest upward rank) to the processor that it estimates will finish the execution of the task at the earliest possible time [26]. To make this estimation, let $AFT(t_i)$ be the actual time taken to complete task $t_i$ and define $\text{EST}(t_i, p_m)$ to be the earliest time processor $p_m$ can begin to execute task $t_i$, i.e.,

$$\text{EST}(t_i, p_m) = \max \left\{ A_m, \max_{t_k \in \text{pred}(t_i)} (AFT(t_k) + c_{ki}) \right\},$$

where $A_m$ is the earliest time processor $p_m$ will be ready to execute a task and $\text{pred}(t_i)$ is the set of tasks which immediately precede task $t_i$. Then the earliest finish time for task $t_i$ on processor $p_m$ is

$$\text{EFT}(t_i, p_m) = w_{im} + \text{EST}(t_i, p_m).$$

With all of these definitions in place, we give a complete description of HEFT in Algorithm 3.1.

**Algorithm 3.1:** The HEFT algorithm.

1. Set the computation costs of tasks and communication costs of edges with mean values.
2. Compute $\text{rank}_u$ for all tasks by traversing the DAG upward, starting from the end task.
3. Sort the tasks into a scheduling list by nonincreasing order of $\text{rank}_u$.
4. **while** there are unscheduled tasks in the list **do**
   5. Select the first task $t_i$ in the list.
   6. **for** each processor $p_k$ **do**
      7. Compute $\text{EFT}(t_i, p_k)$.
   **end**
   8. Assign task $t_i$ to the processor $p_m$ that minimizes $\text{EFT}(t_i, p_m)$.
5. **end**

If we have $q$ processors and $e$ edges in our DAG, then HEFT has a time complexity of $O(p \cdot e)$. For dense DAGs, the number of edges is usually proportional to $v^2$, where $v$ is the number of tasks, so the time complexity of HEFT in this case is $O(v^2q)$.

Topcuoglu, Hariri and Wu performed numerical experiments to compare HEFT with three other scheduling algorithms: Dynamic Level-Scheduling [114], Mapping Heuristic [38], and Levelized-Min Time [55]. They primarily used two metrics to compare schedule quality:
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1. **Schedule length ratio**, the ratio of the makespan of the schedule produced to the minimum possible makespan (the sum of the minimum computation times of all tasks on the critical path).

2. The **speedup** achieved—the ratio of the sequential execution time of the entire DAG and the actual makespan of the schedule produced.

They found that HEFT generally outperformed all of the three alternatives on both measures with randomly generated DAGs [138].

Introduced in the same paper as HEFT is the **Critical-Path-On-a-Processor** (CPOP) heterogeneous scheduling heuristic, which differs from the former in that both the upward and downward rank of tasks are considered, where the downward rank of a task is basically the longest path from the start to that task, excluding the cost of the task itself. At the task prioritizing stage, tasks are listed in decreasing order according to the sum of their upward and downward ranks, instead of just the upward rank [138]. The other main difference between CPOP and HEFT then comes at the processor selection stage, where CPOP tries to schedule all the tasks on the critical path to the same processor (and the others in a similar way to how it is done in HEFT). The motivation here is to try and ensure the critical path is executed as soon as possible by reducing all communications costs along it as far as possible. Topcuoglu, Hariri and Wu found that CPOP generally performed slightly more poorly than HEFT in their numerical experiments, and it has not proven to be as popular in practice.

A variant of the HEFT algorithm is proposed in [17]. The main idea is to try and improve the quality of the schedules obtained by looking further ahead than just the immediate successors or predecessors of a task. The authors perform numerical experiments with five DAGs representing real applications which suggest that, at least in some cases, this modified algorithm can produce significantly better schedules than the original. The additional overhead from the lookahead steps increase the time it takes to find a schedule, although the authors argue this is not prohibitive.

HEFT is an inherently static scheduling algorithm. A dynamic variant (called dHEFT) is proposed by Chronaki et al. in [26] and implemented in the OmpSs programming model [24]. The new algorithm assumes that we have two kinds of cores—fast and slow—and that we can comfortably divide the tasks into different types. Unlike the original algorithm, dHEFT discovers the cost of tasks at runtime, so in particular we cannot list all of the tasks in order of upward rank at any one time; tasks are instead submitted as soon as they are ready. To find the processor that will execute a task at the earliest time, for each core type we keep a record of execution times for each task type. When a task is ready, dHEFT uses these records to estimate the execution time of the task on all the processors (with exploration being performed if we do not have sufficient data to make this estimate), and schedules it on the processor which minimizes the time.
StarPU also implements a dynamic variant of the HEFT algorithm called the
*deque model* (DM) scheduler which basically works in the same way as dHEFT,
with tasks being scheduled on the processor with the minimal estimated execution
time as soon as they are ready. Several other minor variants of this algorithm are
also implemented in StarPU, such as *deque model data aware* (DMDA), which
also takes data transfer times into account [122].

Although we will not do any detailed analysis here, we will make a few com-
ments about the HEFT algorithm, with a view toward areas in which it may
potentially be improved. Firstly, we can see that there is a lot of averaging being
done, which although both conceptually easy and computationally cheap is not
necessarily optimal. At the very least perhaps some kind of weighted averaging
should be considered, although obviously we would also need to ensure that any
associated overhead costs are minimized. Secondly, as previously noted, HEFT is
a static algorithm. One possible approach for adapting it to a dynamic strategy
has already been discussed, but others should be investigated as well. Many of
the modern runtime systems we have mentioned never see the entire DAG at any
one time, so being able to act without this information would be extremely de-
sirable for a scheduling heuristic; HEFT unfortunately needs to be able to access
the whole DAG in order to prioritize the tasks according to their upward rank.

**Other listing schedulers**

Other examples of listing schedulers can be found at [38], [48], [51], [61], [63],
[68], [73], [114], [155] and [161].

Most (although not all) of the schedulers referred to so far in this section
have been static. Chronaki et al. introduce a pair of dynamic and hybrid static/dynamic schedulers based on the critical path approach in [26], and evaluate
their performance on a suite of real scientific applications implemented in the
OmpSs framework, in a simulated environment with two kinds of cores, “fast”
and “slow”. Comparisons were made with a dynamic version of the HEFT al-
gorithm called dHEFT (described above). Their results were in general promising
for their proposed heuristics, although they sometimes had difficulty balancing
the work load across both core types.

Daoud and Kharma introduce a scheduling heuristic specifically intended for
distributed heterogeneous systems in [30]. They make use of an extension of the
critical path that they call the *Longest Dynamic Critical Path* (LDCP), which,
at any stage of the scheduling, is defined to be the path from any entry task
to any exit task of the DAG which maximizes the sum of communication costs
and computation costs over all the processors. In numerical experiments with
both randomly generated DAGs and real examples representing a fast Fourier
transform application, they generally found that their new heuristic outperformed
HEFT in terms of producing shorter schedules.
Chapter 4

Introduction to reinforcement learning

*Machine learning* is the study and design of computer systems and algorithms that can learn from experience in order to improve their performance without being explicitly programmed to do so [45]. Essentially, the aim of machine learning is to extract *features* from a set of data in order to make *predictions* about future behavior. Initially an area of research within the field of artificial intelligence, the subject has grown exponentially in recent years and found an incredibly diverse range of applications. Although generally placed in computer science, machine learning relies very heavily on statistics—some consider it to ultimately be a form of applied statistics [45]—and mathematical optimization. Due to the sheer depth of current machine learning research, we shall only give a brief outline here, with a focus on the aspects most pertinent to our problem.

At least two fundamentally different kinds of machine learning can be distinguished: *supervised* and *unsupervised* learning. In the former, we are presented with a set of *training data* consisting of example inputs and their desired outputs (sometimes called *labels*) chosen by some knowledgeable *expert*. The aim is then to use this data to extrapolate some function or other mapping which is consistent with the data in the training set and which can than be used predict outputs for new input data. Unsupervised learning differs in that no such training set is provided and the goal is to discern a function or other structure from a set of raw data.

Both supervised and unsupervised learning are extremely popular methods and have been applied to a wide variety of problems. However, we shall not pursue them any further as we are instead interested in *reinforcement learning*, which can be considered either as a type of supervised learning or as a distinct kind of learning in its own right [128, p. 3].

We believe that reinforcement learning is a promising framework in which to consider the task scheduling problem in high-performance computing. Innovative methods created to deal with difficult problems in other areas have achieved
notable recent successes (see Section 8.3) and many of these may be adapted to help us find good schedules our problem. Certainly we suggest that this avenue is at least worth investigating, and this is currently the main aim of this PhD research.

In the remainder of this chapter and the four following, we provide a short introduction to reinforcement learning and its methods. The structure of our exposition closely follows the first half of Reinforcement Learning: An Introduction by Sutton and Barto [128], arguably the definite introductory textbook for the field as a whole, although ours is of course much more brief and informal. We also generally conform to the notation used there for consistency. Throughout these chapters we may occasional comment on how the algorithms and techniques we introduce may be applied to the task scheduling problem in particular, something we shall then elaborate in greater detail on in Chapter 9.

4.1 The reinforcement learning framework

Reinforcement learning ultimately concerns itself with how we can intelligently learn by interaction. This is something we all do every day: if we burn ourselves on a hot iron, this interaction quickly teaches us not to do it again. In fact, the modern field of reinforcement learning was inspired at least in part by pain-and-punishment, “behaviorist” theories of how animals (including humans) learn. A classic example would be training a rat to complete a puzzle by giving it cheese for taking “good” actions and electric shocks for “bad” ones.

The basic set-up is that we have an agent which interacts with an environment that it can sense and influence to some extent but about which it has some degree of uncertainty. The agent receives some scalar reward as a result of its actions, which it seeks to maximize, and this is the only feedback it receives. Reinforcement learning differs from unsupervised learning because the agent knows that the aim is to maximize the reward, rather than finding any kind of hidden structure in the data it gathers from its interactions [128, p. 3].

Other than the agent and the environment, Sutton and Barto identify the following as the main components of a reinforcement learning system: a policy, a reward signal, a value function, and (optionally) a model of the environment. We have already discussed the concept of rewards and the reward signal is simply a scalar sent to the agent by the environment informing it how much reward it has achieved.

A policy defines how an agent behaves. Essentially, it is a map from states

---

1As an aside: although still regarded as an occasionally useful framework, this paradigm is no longer considered to be a wholly accurate model of animal cognition [97]. Indeed, some researchers believe that machine learning will soon begin to achieve diminishing returns because of this deficiency and suggest that we should study more modern theories of animal learning for inspiration on how to proceed [75]
to the actions the agent may take when it is in that state. It can take the form of a function, lookup table, or something more complex. Policies may be either deterministic or stochastic. A policy is called stationary if the distribution of probabilities of taking an action when in a given state depend only on that state (and so in particular, if the policy is deterministic, the agent always takes the same action whenever the system is in that state). Throughout this document, we will generally use $\pi$ to denote a policy rather than the mathematical constant, although this should hopefully be clear from the context.

Just like for human behavior, in reinforcement learning we need a way to weigh immediate rewards against potential long-term losses. We do this through the value function, which essentially tells us how good it is in the long run to be in a certain state. Typically, the value of a given state will be the total cumulative reward that the agent can expect to gain starting from that state, although this doesn’t always have to be the case. The most important thing is that the value function encodes the relative long-term differences in reward that we can expect to achieve from different states. Note that the value function is sometimes also called the cost function or cost-to-go function. We will generally use $V$ to denote value functions and $V_\pi$ to denote the value function when we operate under the policy $\pi$ (so $V_\pi(s)$ is the value of being in state $s$ when following the policy $\pi$).

A model of the environment is basically the agent’s perception of the environment and how it behaves. This allows predictions to be made—for example, a model may allow the agent to predict the reward it will receive for taking a particular action in a given state. Reinforcement learning algorithms can be either model-based or model-free [128, p. 7]. We will encounter examples of both in later chapters.

We generally consider the interaction of the agent and the environment over a discrete series of time steps, $t = 0, 1, 2, \ldots$, although extensions to the continuous case are possible (see e.g., [15]). At each time step the agent observes the state of the environment, $s_t \in S$, where $S$ is the set of all possible states, and selects an action $a_t \in A(s_t)$, where $A(s_t)$ is the set of all actions that the agent may take when the environment is in state $s_t$. After taking action $a_t$, the agent receives a reward $r_{t+1}$ at the start of the next time step, when it also moves into a new state $s_{t+1}$. Assuming the agent is following the policy $\pi$, then the probability of taking action $a$ in state $s$ at time $t$ is given by $\pi_t(a \mid s)$.

How we choose to define the state of the environment and the actions we may take is is clearly important. Ideally, we want the state to tell us all the information we need in order to make a decision (i.e., what action to take), but this is not always possible, either because it is computationally impractical or due to uncertainty about the environment. Ultimately, actions can be any decision we want to learn how to make and states anything we need to know in order to decide how to make them. Similarly, our time steps do not have to represent literal time. They could instead represent stages of a project, for example, or any other useful discretization of our decision problem.
Sutton and Barto note that this framework may not be able to describe all decision problems accurately but it has nonetheless proven to be a very useful abstraction for many practical examples [128, p. 49].

The goal of the agent is to maximize the total cumulative reward that it receives. To do this at time \( t \), it chooses some action \( a_t \) when it is in the state \( s_t \). But this can sometimes be tricky. If the problem is episodic—guaranteed to end within some finite number of steps—then the obvious way to do this would be to simply sum the rewards. However, if the problem is infinite then this sum may not converge and there would be no way to discern between actions to take at any stage. Further, even if the problem is finite, we may not want rewards to count the same at every time step. The usual way to handle this is to introduce a discount factor \( \gamma \in [0, 1] \) such that the agent takes actions to maximize the sum of discounted cumulative rewards. Let \( R_t \) be the expected return after time step \( t \). Then at time \( t \) the agent actually seeks to minimize

\[
R_t := r_t + \gamma r_{t+1} + \gamma^2 r_{t+2} + \cdots = \sum_{k=0}^{\infty} \gamma^k r_{t+k}.
\]

Clearly, if \( \gamma = 0 \) then we will simply choose the action that maximizes the immediate reward at every step, and as \( \gamma \) approaches one we take future rewards more heavily into account. How we choose \( \gamma \) can often be more art than science, although some good heuristics exist. Introducing a discount factor can often make problems more tractable analytically, and we will see in coming chapters that many results only hold when we assume we are dealing with a discounted problem.

### 4.2 Markov decision processes

As previously mentioned, we should like to define the state of our environment in such a way that it summarizes all relevant information about previous states and tells us everything we need to know in order to choose the action we take. Such a system in which the current state encapsulates all the information we need in order to make a decision is called Markov. More formally, a state \( s_t = s \) is Markov if the probability that the next state is \( s' = s_{t+1} \) is independent of the history of the process so far, i.e.,

\[
P(s_{t+1} = s' \mid s_0, a_0, r_0, s_1, a_1, \ldots, s_{t-1}, a_{t-1}, r_t, s_t, a_t) = P(s_{t+1} = s' \mid s_t, a_t).
\]

Any reinforcement learning problem that satisfies the Markov property is called a Markov decision process (MDP). If the state and action spaces at every step are finite, then it is called a finite MDP. Sutton and Barto state that understanding finite MDPs is sufficient to understand 90% of modern reinforcement learning.
Throughout the rest of this document, we will almost always assume the problem we are considering is a finite MDP.

For a finite MDP in state \( s_t = s \) which takes action \( a_t = a \), the probability of moving into state \( s_{t+1} = s' \) and receiving reward \( r_{t+1} = r' \) is
\[
p(s', r' | s, a) := \mathbb{P}(s_{t+1} = s', r_{t+1} = r' | s_t, a_t).
\]

Given this, we can compute the expected reward for a given state-action pair \( r(s, a) \) from
\[
r(s, a) := \mathbb{E}[r_{t+1} | s_t = s, a_t = a] = \sum_r \sum_{s' \in S} p(s', r | s, a)
\]
and the overall probability of moving from state \( s \) to \( s' \) using
\[
p(s' | s, a) = \mathbb{P}(s_{t+1} = s' | s_t = s, a_t = a) = \sum_r p(s', r | s, a).
\]

### 4.2.1 The value and action-value functions

For any Markov decision process, we can formally define the value of a state \( s_t = s \) under a policy \( \pi \) as the expected return after starting in state \( s \) and continuing with policy \( \pi \) thereafter, i.e.,
\[
V_\pi(s) := \mathbb{E}_\pi[R_t | s_t = s] = \mathbb{E}_\pi\left[\sum_{k=0}^{\infty} \gamma^k r_{t+k} | s_t = s\right] = \sum_a \pi(a | s) \sum_{s', r} p(s', r | s, a) [r + \gamma V_\pi(s')],
\]
where \( \mathbb{E}_\pi[\cdot] \) denotes the expected value of a random variable given that the agent follows policy \( \pi \) and the summation over \( s' \) and \( r \) in the final expression is just a more compact way of writing the double summation. Note that here we have introduced a discount factor \( \gamma \); for a non-discounted problem, we can simply take this to be one.

It is sometimes useful to define a related function that represents the value of taking particular actions in a given state. For a state \( s \), if we take action \( a \) under policy \( \pi \) then we define the action-value function (sometimes called the \( Q \)-function) under policy \( \pi \) by
\[
Q_\pi(s, a) := \mathbb{E}_\pi[R_t | s_t = s, a_t = a] = \mathbb{E}_\pi\left[\sum_{k=0}^{\infty} \gamma^k r_{t+k} | s_t = s, a_t = a\right].
\]
Ultimately of course our goal is to find an optimal policy $\pi^*$ such that the expected return from following that policy exceeds all others. We define the value function for this optimal policy to be

$$V^*(s) = V_{\pi^*}(s) := \max_{\pi} \{V_\pi(s)\} \quad \forall s \in S. \quad (4.1)$$

Similarly, the optimal action-value function is defined by

$$Q^*(s,a) = Q_{\pi^*}(s,a) := \max_{\pi} \{Q_\pi(s,a)\} \quad \forall s \in S. \quad (4.2)$$

Although we will not prove it here, it can be shown that, under certain reasonable assumptions, an optimal value (and action-value) function always exists, although there may be more than one optimal policy [15]. From now on, we will generally assume that this is indeed the case for the problems we are considering.

If our state space is very large, then it may not be computationally practical (or indeed possible) to store the value function (or action-value function) for all states. In this case we generally need to use an approximation; this will be discussed in greater detail in later chapters.

### 4.3 Balancing exploration and exploitation

An important issue underlying almost all reinforcement learning is what is called the exploration versus exploitation problem. It is best illustrated with an example.

Suppose we have a casino that has multiple gambling machines of the kind which are referred to (sardonically) as “one-armed bandits”, which each have different probabilities of winning. Our reinforcement learning agent in this case is a gambler who wants to maximize his winnings from the bandits. But he doesn’t know the expected pay-off for the machines. He has to try them (i.e., explore) in order to find out. However, once he finds a good one he is unsure whether to continue playing that one (i.e., exploit it) or whether he should resume searching in order to find an even better one. Mathematically, the problem can be viewed as the gambler trying to find the global optimum and avoid getting trapped in a local one.

A generic strategy for solving this problem is what are called $\epsilon$-greedy methods. The basic idea is that for some small number $\epsilon$, we generate a random number and if it is less than $\epsilon$, we take a random action, and if is not then we choose the best action seen so far (i.e., act greedily). Assuming that we can eventually reach all states from any given starting state, this ensures that given enough time the entire state space will be searched. Many of the reinforcement learning algorithms introduced in later chapters make use of simple $\epsilon$-greedy techniques in order to try to achieve sufficient exploration.

\footnote{Also sometimes called *diversification versus intensification*.}
An obvious problem with $\epsilon$-greedy methods is that although taking totally random actions is conceptually simple and will allow us to eventually explore the whole state space, we don’t make full use of all the information we may have. For example, returning to the bandit example, suppose we have a machine with three arms $A$, $B$ and $C$ that we have tried one thousand, ten, and one thousand times, respectively, with average pay-offs of £10, £9 and £1. If we are following an $\epsilon$-greedy policy, then we will try arm $A$ the vast majority of the time, and choose one of either arms $B$ or $C$ the rest of the time. But we have already effectively established that arm $A$ is better than arm $C$; we really only want to continue trying arm $B$. This problem has motivated the development of more sophisticated techniques for exploration. We briefly mention two such methods here that we have considered; this is something we also hope to explore further in future research.

A general principle often applied to deal with the exploration problem is known as **optimism in the face of uncertainty**. This essentially means that, when we are operating under uncertainty, we err toward the option that what will give us the greatest expected reward. A popular method along these lines is called the **Upper Confidence Bound (UCB)** algorithm. The idea is that we calculate upper confidence bounds for the largest reward we can expect to receive for each permissible action based on the available data, and then select the action with the highest such UCB. If we let $N_t(a)$ be the number of times that action $a$ has been tried before time $t$ and $\hat{V}_t(a)$ be our estimate, at that time, of the value of taking action $a$, then a little analysis suggests that at time $t$ we should select the action $a_t$ such that

$$a_t = \arg \max_a \left\{ \hat{V}_t(a) + c \sqrt{\frac{\ln t}{N_t(a)}} \right\},$$

where $c > 0$ is a parameter that effectively determines how highly we prioritize exploration, with greater $c$ values corresponding to greater exploration.

Although we won’t formally derive the expression given above (see, for example, [6]), we will give some intuition. The term being square-rooted is essentially a measure of the uncertainty we have about our current estimate of the value of action $a$. The quantity in the maximization is therefore a kind of upper bound on the possible true value of $a$, with the parameter $c$ specifying the confidence level. Each time $a$ is taken, our uncertainty about its value decreases through the $N_t(a)$ term, which is incremented whenever $a$ is taken. Whenever an action other than $a$ is taken, $t$ increases but $N_t(a)$ does not, so the uncertainty increases due to the $\ln t$ term; we use a logarithm so that the increase gets increasingly smaller but is unbounded [128, p. 37].

Numerical experiments with bandit problems generally show that UCB methods usually outperform simple $\epsilon$-greedy methods [128, Chapter 2]. The use of UCB algorithms has mostly been considered specifically in the context of bandit
problems but has also been investigated for more general reinforcement learning [56].

Thompson sampling or posterior sampling is an alternative approach for balancing exploration and exploitation that has become popular in recent years, although it actually dates back to the 1930s [105, 134, 135]. The basic idea here is that we use Bayesian inference in order to determine the best action to take at every step. In particular, we assume the we know the initial distribution of action values and then select the action which is the best according to their posterior distribution. We update the distribution after every time step. These updates can often be prohibitively complex, although if we assume we have a conjugate prior then they become quite simple (the beta distribution is a popular choice of prior for this reason). Empirically, Thompson sampling methods have generally been found to perform at least as well as all the other alternatives [128, p. 44], although historically issues with determining practical episode lengths have hindered their application to reinforcement learning problems. Recent research has focused on overcoming this handicap, and there are promising published results [90].

4.4 Credit assignment

A fundamental problem throughout all of machine learning, identified at least as far back as 1961 by Minsky [77] is what is called the credit assignment problem. The issue ultimately boils down to, how do we identify those useful features that are genuinely useful for making predictions from others that aren’t? For example, suppose we have an agent that is attempting to learn to forecast the weather. Suppose also that for the first few weeks of its learning, it happens to rain on a Thursday, purely due to chance. How do we ensure that the agent does not predict rain on the following Thursday simply because this has always been the case so far?

In reinforcement learning in particular, we also have the temporal or long-term credit assignment problem. This refers to the fact that rewards for actions may not be immediately apparent; an agent may make a series of actions for which it receives negligible immediate rewards before receiving a large one, and then be unable to determine which of the preceding actions was responsible for it.

Ultimately credit assignment is in some sense linked to successfully discerning correlation and causation; to overcome it, we need to be able to distinguish the factors that are, and are not, important for predicting future rewards. The key is to make sure that how we choose to define the state, actions and rewards of our environment encodes genuinely useful information. In our weather forecasting example, the name of the day is not useful when determining whether it will or will not rain so should not be chosen as a component of the state.

We will not focus on the credit assignment problem to the same extent that we will do for the exploration and exploitation trade-off but it is something that
we must always be mindful of and attempt to mitigate.
Chapter 5

Dynamic programming

*Optimal control theory* concerns itself with finding the optimal way to act (the optimal *control*) in a dynamic system in order to meet some chosen criteria; all of reinforcement learning as we have presented it can thus be regarded as attempting to find the optimal control of a Markov decision process with unknown dynamics. MDPs are of course stochastic processes and, in general, the most powerful approach for solving stochastic optimal control problems is *dynamic programming*, a family of algorithms which were first introduced in the 1950s by Bellman [12]. They are distinguished from other methods principally by their use of value functions to guide the search for good policies; reinforcement learning and dynamic programming are thus in some very real sense almost equivalent [128, p. 79]. The difference is that in classical dynamic programming we assume that the dynamics of the environment are known, whereas in reinforcement learning the goal is to learn them through *experience*, so the optimal value functions and policies we achieve are estimates—hence, reinforcement learning is also often known as *approximate dynamic programming*.

(We note here that the reader should beware that—as is to be expected with the cross-disciplinary nature of reinforcement learning—different names may often be used to refer to the same thing; generally, researchers working in control theory may prefer the term *approximate dynamic programming* rather than *reinforcement learning* to refer to the field as a whole [15, p. 53], while those working in artificial intelligence almost unanimously use the latter. Similarly, the *cost* function or *cost-to-go* function may be preferred to *value* function, depending on whether the aim of the kind of problems typically encountered is to minimize costs or maximize rewards.)

The guiding principle in dynamic programming is simple: if we are in a particular state and we have a policy that is optimal, then it remains optimal if we start from the next state instead of the current one. In particular, if we are at time $t$, we take the action which optimizes the sum of the immediate reward at this time step and the reward that we expect to receive by acting optimally from time $t+1$ onward; this procedure of updating estimates based on other estimates
is known as bootstrapping and is one of the defining characteristics of dynamic programming. We then solve the recursive relationship between succeeding time intervals in order to determine an optimal policy; in the finite time case, this can be done by simply working backward from the final time step.

Dynamic programming is an extremely rich subject which we cannot possibly hope to capture entirely here, so we will focus only on the aspects that are most immediately relevant for our purposes. We may also occasionally be somewhat informal; for a rigorous treatment of the subject which covers everything we introduce here in much greater detail, the reader is directed to [15]. The structure and notation of this chapter closely follow [128, Chapter 4].

5.1 The Bellman equation

Dynamic programming algorithms attempt to find an optimal policy by recursively solving the Bellman equation. Suppose we are in a state $s_t$ at time $t$ and let $P_t$ be the set of all policies that can be implemented from time $t$ onward. Any policy $\pi \in P_t$ can be written as $\pi = (a_t, \Pi_{t+1})$, where $a_t$ is the action taken at time $t$ and $\Pi_{t+1}$ belongs to the set $P_{t+1}$ of all policies that can be taken from time $t+1$ onward. So we have

$$V^*(s_t) = \max_{\pi \in P_t} \{ V_\pi(s_t) \}$$

$$= \max_{\pi \in P_t} \{ E_\pi[R_t \mid s_t = s] \}$$

$$= \max_{\pi \in P_t} \left\{ E_\pi \left[ \sum_{k=0}^{\infty} \gamma^k r_{t+k} \mid s_t = s \right] \right\}$$

$$= \max_{a_t} \left\{ \max_{\Pi_{t+1} \in P_{t+1}} \left\{ r_t + E_{a_t}[E_{\Pi_{t+1}} \left[ \sum_{k=0}^{\infty} \gamma^k r_{t+k+1} \mid s_t = s \right]] \right\} \right\}$$

$$= \max_{a_t} \left\{ r_t + \gamma E \left[ \max_{\Pi_{t+1} \in P_{t+1}} \left\{ E_{\Pi_{t+1}} \left[ \sum_{k=0}^{\infty} \gamma^k r_{t+k+1} \mid s_t = s \right] \right\} \right] \right\}$$

$$= \max_{a_t} \left\{ r_t + \gamma E[V^*(s_{t+1})] \right\},$$

where the last equality is the Bellman equation. Although we will not show it here, the converse also holds—any value function which satisfies the Bellman equation is optimal [15]. So finding $V^*$ reduces to finding a solution to the Bellman equation.

Once we have the optimal value function $V^*$, it is then a simple task to recover an optimal policy $\pi^*$: since we are assuming a finite MDP, at every state we just select the action that gives us the maximum value at that stage, according to $V^*$.  
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Similarly, for the optimal action-value function we have the equivalent Bell-
man equation

\[ Q^*(s_t, a_t) = \mathbb{E} \left[ r_t + \gamma \max_{a_{t+1}} Q^*(s_{t+1}, a_{t+1}) \right]. \]

Some of the algorithms we shall introduce later are described in terms of the
value function and others the action-value function; depending on the problem,
one can often prove more convenient to work with than the other.

5.2 Policy evaluation and improvement

At a high level, many dynamic programming methods have a simple two-step
structure: start with some random policy, evaluate it, find some way to improve
it, and then repeat the previous two steps for the improved policy until we find
one that is (sufficiently close to) optimal.

Unfortunately, evaluating the performance of a policy may not be straight-
forward in practice. For every state \( s \), we must compute

\[ V_\pi(s) = \mathbb{E}_\pi \left[ \sum_{k=0}^{\infty} \gamma^k r_{t+k} \mid s_t = s \right] \]

\[ = \mathbb{E}_\pi \left[ r_t + \sum_{k=1}^{\infty} \gamma^k r_{t+k} \mid s_t = s \right] \]

\[ = \mathbb{E}_\pi \left[ r_t + \gamma V_\pi(s_{t+1}) \mid s_t = s \right] \]

\[ = \sum_a \pi(a \mid s) \sum_{s', r} p(s', r \mid s, a) \left[ r + \gamma V_\pi(s') \right]. \]

or

\[ Q_\pi(s, a) = \mathbb{E}_\pi \left[ \sum_{k=0}^{\infty} \gamma^k r_{t+k} \mid s_t = s, a_t = a \right] \]

\[ = \mathbb{E}_\pi \left[ r_t + \sum_{k=1}^{\infty} \gamma^k r_{t+k} \mid s_t = s, a_t = a \right] \]

\[ = \mathbb{E}_\pi \left[ r_t + \gamma V_\pi(s_{t+1}) \mid s_t = s, a_t = a \right] \]

\[ = \sum_{s', r} p(s', r \mid s, a) \left[ r + \gamma V_\pi(s') \right]. \]

Assuming (at least for the moment) that we know all the probabilities \( \pi(a \mid s) \)
and \( p(s', r \mid s, a) \), then we just have a system of equations—one for each state
\( s \)—that we can solve in any standard way. However, if we have many states then
this may not be computationally practical.
An alternative is to use iterative policy evaluation. Start with any value function \( V_0 \), which may be entirely random except that the value of the terminal state—the state after reaching which the process terminates—must be zero, if it exists. Then, for all states \( s \), we update the value function using

\[
V_{k+1}(s) = \mathbb{E}_\pi \left[ r_t + \gamma V_k(s_{t+1}) \mid s_t = s \right]
\]

\[
= \sum_a \pi(a \mid s) \sum_{s',r} p(s',r \mid s,a) \left[ r + \gamma V_k(s') \right].
\]

Although it can be shown that \( V_k \to V_\pi \) as \( k \to \infty \) (see e.g., [15]), this is obviously not practical so we typically stop iterating when the maximum difference between successive iterates over all states goes beneath some small specified tolerance.

Now that we can efficiently evaluate the value of a policy, the next step in the rubric outlined at the beginning of this section is to find some way to improve it. Following the lead of Sutton and Barto in [128], we will consider just deterministic policies for the remainder of this section as the exposition is cleaner; the extension to stochastic policies is relatively straightforward and can be found in [15], among others.

The key way to approach the problem is to assume we are following a policy \( \pi \) and consider when it is better to take another action in a state \( s \) rather than the prescribed action \( \pi(s) \). Suppose we have another policy \( \pi' \) which is identical to \( \pi \) except that it takes action \( \pi'(s) \) rather than \( \pi(s) \). The value of following the modified policy is

\[
Q_\pi(s, \pi'(s)) = \mathbb{E}_{\pi'} \left[ \sum_{k=0}^{\infty} \gamma^k r_{t+k} \mid s_t = s \right]
\]

\[
= \mathbb{E}_{\pi'} \left[ r_t + \gamma V_\pi(s_{t+1}) \mid s_t = s \right],
\]

so we want to follow the modified policy \( \pi' \) if this exceeds the value function \( V_\pi(s) \) for all states \( s \). Assume that this is the case. Then we have

\[
V_\pi(s) \leq Q_\pi(s, \pi'(s))
\]

\[
= \mathbb{E}_{\pi'} \left[ r_t + \gamma V_\pi(s_{t+1}) \mid s_t = s \right]
\]

\[
\leq \mathbb{E}_{\pi'} \left[ r_t + \gamma Q_\pi(s_{t+1}, \pi'(s_{t+1})) \mid s_t = s \right]
\]

\[
= \mathbb{E}_{\pi'} \left[ r_t + \gamma \mathbb{E}_{\pi'} \left[ r_{t+1} + \gamma V_\pi(s_{t+2}) \mid s_t = s \right] \right]
\]

\[
\leq \mathbb{E}_{\pi'} \left[ r_t + \gamma r_{t+1} + \gamma^2 V_\pi(s_{t+2}) \mid s_t = s \right]
\]

\[
\leq \mathbb{E}_{\pi'} \left[ r_t + \gamma r_{t+1} + \gamma^2 r_{t+2} + \gamma^3 V_\pi(s_{t+3}) \mid s_t = s \right]
\]

\[
\vdots
\]

\[
\leq \mathbb{E}_{\pi'} \left[ r_t + \gamma r_{t+1} + \gamma^2 r_{t+2} + \gamma^3 r_{t+3} + \gamma^4 r_{t+4} + \cdots \mid s_t = s \right]
\]

\[
= V_{\pi'}(s).
\]
Thus $V_\pi(s) \leq V_{\pi'}(s)$ for all states $s$ and therefore $\pi'$ is a better policy than $\pi$. So the natural step to constructing an improved policy $\pi'$ from any policy $\pi$ is to make it greedy with respect to the value function of $\pi$, i.e., to define, for all states $s$,

$$\pi'(s) := \arg \max_a \{ Q_\pi(s, a) \}$$

$$= \arg \max_a \{ \mathbb{E}[r_t + \gamma V_\pi(s_{t+1}) \mid s_t = s, a_t = a] \}$$

$$= \arg \max_a \left\{ \sum_{s', r} p(s', r \mid s, a) [r + \gamma V_\pi(s')] \right\}.$$

If there is more than action which achieves this maximum, then we can break the tie arbitrarily; precisely which of the optimal actions is chosen makes no difference.

So we have found a procedure that will allow us take any policy and find another policy that is at least as good. It is easy to see how we know when we actually achieve the optimal policy. Suppose we are following a policy $\pi$ and our improvement step gives us a policy $\pi'$ that does not strictly improve on $\pi$, i.e., $V_\pi(s) = V_{\pi'}(s)$ for all $s$. Then

$$V_{\pi'}(s) = \max_a \left\{ \mathbb{E}[r_t + \gamma V_{\pi'}(s_{t+1}) \mid s_t = s, a_t = a] \right\}.$$

In other words, the policy $\pi'$ obeys the Bellman equation and is therefore an optimal policy!

### 5.3 Policy iteration

The policy evaluation and policy improvement steps outlined in Section 5.2 suggest a simple algorithm which is known as policy iteration: start with a (possibly random) policy, evaluate it, improve it using the policy improvement procedure, and repeat until the policy does not change from one iteration to the next; this is the optimal policy. A complete description is given by Algorithm 5.1, which is a modified version of that given in [128, p. 87].

Our analysis assures us that policy iteration will eventually converge to an optimal policy, but says nothing about how long this will take. Examples can be constructed which require a number of iterations roughly equal to the number of states [109], which may of course be very large, but in practice policy iteration is usually found to converge very rapidly, often in a mere handful of iterations [128, p. 87]. Algorithm 5.1 terminates when the maximum difference between successive iterates is smaller than some specified tolerance.
Algorithm 5.1: Policy iteration, with iterative policy evaluation.

**Input**: Arbitrary value function $V$ and policy $\pi$. Tolerance level $\epsilon$.

**Output**: Approximate optimal value function $V \approx V^*$ and policy $\pi \approx \pi^*$.

/* Iterative policy evaluation */

1. $\Delta = \infty$
2. while $\Delta > \epsilon$ do
  3. $\Delta = 0$
  4. foreach state $s$ do
    5. $v = V(s)$
    6. $V(s) = \sum_{s',r} p(s',r \mid s, \pi(s)) \left[ r + \gamma V_\pi(s') \right]$
    7. $\Delta = \max\{\Delta, |v - V(s)|\}$
  8. end
3. /* Policy improvement */
4. stable = true
5. foreach state $s$ do
  6. old action = $\pi(s)$
  7. $\pi(s) = \arg\max_a \left\{ \sum_{s',r} p(s',r \mid s, a) \left[ r + \gamma V_\pi(s') \right] \right\}$
  8. if old action $\neq \pi(s)$ then
  9. stable = false
  10. end
6. /* Check if we are done */
7. if stable then
  8. return $V$ and $\pi$
9. else
  10. go to step 1
11. end
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5.4 Value iteration

Although policy iteration typically requires few iterations, those iterations can be expensive due to the policy evaluation step, which usually involves either solving a large system of equations or performing iterative policy evaluation. But if we are using iterative policy evaluation, we don’t need to wait until it has actually converged before performing the improvement step. An alternative dynamic programming algorithm known as value iteration combines a single step of policy evaluation and policy improvement at every iteration. In particular, we update our value function at every iteration using the formula

\[
V_{k+1}(s) := \max_a \left\{ \mathbb{E}[r_t + \gamma V_k(s_{t+1}) | s_t = s, a_t = a] \right\} \\
= \max_a \left\{ \sum_{s', r} p(s', r | s, a)[r + \gamma V_k(s')] \right\}.
\]

A fuller description of value iteration is given in Algorithm 5.2, which is a modified version of that given in [128, p. 90].

**Algorithm 5.2: Value iteration.**

- **Input**: Arbitrary value function \( V \), tolerance level \( \epsilon \).
- **Output**: Approximate optimal value function \( V \approx V^* \) and policy \( \pi \approx \pi^* \).

```plaintext
/* Find the (approximate) optimal value function */
1 \( \Delta = \infty \)
2 while \( \Delta > \epsilon \) do
3 \( \Delta = 0 \)
4 foreach state \( s \) do
5 \( v = V(s) \)
6 \( V(s) = \max_a \left\{ \sum_{s', r} p(s', r | s, a)[r + \gamma V_k(s')] \right\} \)
7 \( \Delta = \max\{\Delta, |v - V(s)|\} \)
8 end
9 end

/* Compute the (approximate) optimal policy */
10 foreach state \( s \) do
11 \( \pi(s) = \arg \max_a \left\{ \sum_{s', r} p(s', r | s, a)[r + \gamma V_k(s')] \right\} \)
12 end
```

Like policy iteration, value iteration has been proven to converge to the optimal value function in the limit [15]. However, unlike policy iteration, it isn’t quite clear when we should actually stop iterating in practice. Typically, the same stopping criterion is used as for policy iteration—checking that successive iterates are sufficiently similar. Bounds which give stronger convergence results
have been established but it’s usually unclear whether any improvement in the
algorithm is worth the additional overhead of computing the bounds themselves
[15, p. 245]. Value iteration typically requires more iterations for convergence
than policy iteration but the iterations themselves are usually cheaper (as we
would expect).

From a computational perspective, we can see that both value and policy iter-
ation require a full sweep across the entire state space, which may be problematic
if we have a large number of states. Both value and policy iteration are widely
used, and the ideas behind both form the basis for many of the more complex
reinforcement learning algorithms described in later chapters.

5.5 The curse of dimensionality

It is often said that dynamic programming suffers from the curse of dimension-
ality, a term used to describe the difficulties that can arise because the state
space grows exponentially larger as the number of state variables increases; we
saw for example that both value and policy iteration require searching the entire
state space, which may be practically impossible if the total number of states is
exponentially large. Despite this, Sutton and Barto suggest that, although theor-
etical complexity bounds may be higher, dynamic programming actually handles
large state spaces relatively well compared to alternative methods, such as linear
programming, at least in practice [128, p. 94].

Still, large state spaces can be awkward, particularly at the very largest scale,
when it becomes computationally impractical to store the values of all states.
However, clever methods have been devised to extend dynamic programming
techniques to many of these problems. One such approach works by approximat-
ing the value (or action-value) function and so is known as approximate dynamic
programming; this is discussed further in Chapter 8.
Chapter 6

Monte Carlo learning

In this chapter we discuss one type of reinforcement learning methods and the general theory behind them. Fundamentally, they all follow the general framework introduced in Section 5.2, which is sometimes known as generalized policy iteration: we have policy evaluation and policy improvement steps, and these interact in some—possibly very complex—manner in order to converge to an optimal policy.

In reinforcement learning we do not have perfect knowledge of the environment so we must learn estimates for the system’s dynamics (in particular, optimal policies and value functions) through experience. In practice, it is very useful if we can learn from simulated experience. There are problems for which gaining real experience is difficult or impossible; robotics is a good example, although we can also see that learning from simulated experience would be very helpful for our task scheduling problem in HPC as well due to the costs associated with running such systems (see Section 9.2). Of course, the problem with learning from simulated experience is that the simulator needs to be reliable, and no matter how good it is we have introduced another element of approximation into matters. Still, the use of simulation for reinforcement learning is well-established and has a solid theoretical foundation [16].

Similar to the previous chapter, the structure and notation used in this chapter closely follows that of [128, Chapter 5].

6.1 On-policy and off-policy methods

We gain experience in order to learn optimal value functions and policies, but in order to actually gain this experience we must follow some policy or policies. We can make a fundamental distinction between at least two classes of reinforcement learning algorithms. On-policy methods attempt to balance the goal of attaining an optimal policy with fully exploring the state space and, rather than finding a truly optimal policy, instead settle for finding a nearly optimal one that also
explores. The other class of methods are called off-policy methods and they try to achieve the same balance by using two policies, one that is updated toward the optimal policy (the target policy) and another that is used for exploration in order to gather data (the behavior policy). Note that on-policy methods can thus be considered a kind of off-policy learning in which the target and behavior policies are the same, so they are more general in this sense.

On-policy methods are usually the more straightforward of the two because off-policy methods have to account for the prediction problem—the fact that the data used to update the target policy comes instead from the behavior policy. Indeed, it is not immediately obvious that this can be done at all, but in fact we shall see that it can be if certain reasonable assumptions are made. Off-policy methods tend to have greater variance than on-policy methods for this reason, but because of their greater generality are potentially much the more powerful of the two.

Suppose that \( \pi \) is our target policy and we are following the behavior policy \( \mu \), where both are fixed. In order for data gathered from following \( \mu \) to be applicable to \( \pi \), we require what is called coverage: all actions taken by \( \pi \) must also be taken by \( \mu \) at least once. More formally, coverage means that

\[
\pi(a \mid s) > 0 \implies \mu(a \mid s) > 0, \quad \text{for all states } s \text{ and actions } a \in \mathcal{A}(s).
\]

If we make the assumption that \( \mu \) covers \( \pi \), then it is clear that \( \mu \) must be stochastic for those states for which it is not identical to \( \pi \); however, \( \pi \) itself can be deterministic. In fact, we shall see this is often the case; typically, \( \pi \) may be the deterministic policy which is greedy with respect to the current estimate of the value function (although here we are assuming that it is fixed).

A useful concept for off-policy methods is importance sampling. This is a general probabilistic technique for estimating expected values from one distribution using samples from another. Suppose we are in state \( s = s_t \) and consider the trajectory we follow from time \( t \) onward, \( s_t, a_t, s_{t+1}, a_{t+1}, \ldots, s_{T-1}, a_{T-1}, s_T \). Then the basic idea behind using importance sampling for off-policy methods is that we weight the expected return of a trajectory using the importance-sampling ratio, the relative probability of the trajectory occurring under both policies. In particular, the probability of the given trajectory occurring under any policy \( \pi \) is

\[
\prod_{k=t}^{T-1} \pi(a_k \mid s_k) p(s_{k+1} \mid s_k, a_k),
\]

where \( p(s_{k+1} \mid s_k, a_k) \) is the total probability of moving into state \( s_{k+1} \) after taking action \( a_k \) when in state \( s_k \). Then we define the importance-sampling ratio for that trajectory (for the target and behavior policies) to be

\[
\rho_T^T := \frac{\prod_{k=t}^{T-1} \pi(a_k \mid s_k) p(s_{k+1} \mid s_k, a_k)}{\prod_{k=t}^{T-1} \mu(a_k \mid s_k) p(s_{k+1} \mid s_k, a_k)} = \prod_{k=t}^{T-1} \frac{\pi(a_k \mid s_k)}{\mu(a_k \mid s_k)}, \quad (6.1)
\]
where we can see that the transition probabilities all cancel, meaning that the importance-sampling ratio depends only on the policies and not the dynamics of the MDP itself. Note that here we have assumed that we have a finite-time MDP; the extension to the infinite-time case is slightly more complicated but can also be done.

6.2 Monte Carlo algorithms

The simplest way to learn from experience is by simply taking the (possibly weighted) average of many different samples; given enough samples, this should converge to the true value. This is the basic idea behind the algorithms in this section, and all other such Monte Carlo methods. More specifically, we can estimate the return of a policy by averaging over many episodes of experience in which we follow that policy. In the rest of this section, we will assume that all such episodes are finite and eventually terminate in one way or another as the alternative is obviously not practical. Note also that we follow the lead of Sutton and Barto in using the term Monte Carlo to refer only to methods that work by averaging complete episode returns [128, p. 99], so in particular this means that we can update our estimated value functions and policies at the end of each episode but not during the episode itself. So Monte Carlo methods are in some sense online across episodes but not within them.

One potential issue we have is that the return from taking an action in one state depends on the actions taken later in the episode. Thus the problem is now nonstationary from the point of view of the state since the values of future actions may be updated later. To deal with this, we modify the generalized policy iteration framework. Now, we must learn value functions and policies from sample returns with the MDP, rather than just being given them as in classical dynamic programming.

Given a policy, the value of a state under that policy is just the expected return starting from that state. So the basic Monte Carlo approach to estimating $V_\pi(s)$ for a state $s$ and a policy $\pi$ is that we consider a bunch of episodes in which the environment is in state $s$ at some point; every time the environment is in state $s$, we call that a visit. Note that in general the state $s$ may be visited more than once per episode. This gives rise to two minor variants of the basic approach. In the first-visit Monte Carlo method, we estimate $V_\pi(s)$ as the average return following the first time we visit $s$; on the other hand, the every-visit method averages the returns following all visits to $s$.

It can be shown that both variants of the Monte Carlo method converge to the true value of $V_\pi(s)$ as the number of visits or first-visits (respectively) tends to infinity. In the first-visit method, each return is an independent, identically distributed estimate of $V_\pi(s)$ with finite variance. Thus the law of large numbers tells us that the averages of the sample estimates converge to their expected
value. Each average is an unbiased estimate and the standard deviation of its error converges quadratically (with respect to the number of returns averaged). The proof for every-visit Monte Carlo is more complex but it can also be shown to converge quadratically [128, p. 101].

It is worth noting that even in situations in which classical dynamic programming methods can in theory be applied, Monte Carlo methods may well be easier in practice, such as when calculating the transition probabilities of the system is complex and potentially error-prone.

6.2.1 Exploring starts

If a model of the system is not available, then it is more useful to be able to estimate action values rather than state values. With a model, state values are all that is needed to find an optimal policy: we just do a one-step lookahead to find the best action at every step, as in dynamic programming. Without a model, we have to estimate the value of each action. To estimate $Q_{\pi}(s, a)$ for a given state $s$ and action $a$ we can use the Monte Carlo method already described (either first- or every-visit).

The problem now is that not every state-action pair may be visited. In particular, if $\pi$ is a deterministic policy, then it will choose the same action every time it encounters a state and never explore the others; thus there will be no returns to average for the other actions and the estimates of their value will never be updated. But for policy evaluation to work for action values we need to ensure that we explore these alternative actions. One way to do this is by specifying that all episodes start in a state-action pair and that each pair has a nonzero probability of being selected; this is called exploring starts. For an infinite number of episodes, this guarantees that all pairs will be visited an infinite number of times.

An alternative approach that doesn’t require exploring starts is to just consider policies which are entirely stochastic, with a strictly positive probability of taking all actions in every state; we will return to this later.

We now consider the use of Monte Carlo methods to approximate optimal policies. The idea is to use the generalized policy iteration framework introduced earlier: we maintain an approximate value function and an approximate policy, and repeatedly update the former to more closely approximate the value function for the current policy, and repeatedly improve the latter with respect to the current value function. In tandem, this means that both the policy and value function will eventually become optimal. Assuming (for the moment) that we do have infinitely many episodes and they are all generated with exploring starts, then it can be shown that Monte Carlo methods will compute $Q_{\pi_k}(s, a)$ exactly for all policies $\pi_k$ [128, p. 106].

Policy evaluation in this framework is done exactly as described previously, using either the first-visit or every-visit variant. Policy improvement is done by
choosing the next policy $\pi_{k+1}$ to be the greedy policy with respect to $Q_{\pi_k}$. Then since, for all states $s$,

$$Q_{\pi_k}(s, \pi_{k+1}(s)) = Q_{\pi_k}(s, \arg \max_a Q_{\pi_k}(s, a))$$

$$= \max_a Q_{\pi_k}(s, a)$$

$$\geq Q_{\pi_k}(s, \pi_k(s))$$

$$\geq V_{\pi_k}(s).$$

this produces a sequence of non-decreasing policies, and therefore they converge to the optimal policy and value function. So Monte Carlo methods can find optimal policies given only sample episodes and with no knowledge of the dynamics of the system.

We have assumed that we have an infinite number of episodes, which obviously isn’t practical. There are typically two ways to overcome this restriction. One way is to stick with the idea of approximating $q_{\pi_k}$ in each policy evaluation. We can then then obtain bounds on the magnitude of the errors and take enough steps during each policy evaluation so that these bounds are acceptably small. Unfortunately, the nature of the bounds is such that this would generally require an unacceptably large number of steps and Sutton and Barto regard it as impractical for anything but very small problems [128, p. 107].

The second approach for avoiding the necessity of infinitely many episodes is to forgo doing a complete policy evaluation before improving the policy. The idea is that on each evaluation, we move the policy toward $Q_{\pi_k}$ but do not expect to actually get there. An extreme example of this is value iteration, which does a policy improvement, then a single iteration of iterative policy evaluation, before improving the policy again.

Taking all this together suggests a good approach would be to both evaluate and improve the policy at the end of every episode; first we use the observed returns for policy evaluation, and then we improve the policy for all the states visited in the episode. Algorithm 6.1 fully describes an algorithm of this kind, a slightly modified version of that given in [128, p. 107]. Note that all returns are averaged for each state-action pair without any consideration as to what policy was being followed when they were observed. Although infinitely many episodes are required for convergence in theory, we stop the iterations when differences between successive iterates is sufficiently small, as we did for the value and policy iteration algorithms given in the previous chapter.

Intuitively, it seems clear that Monte Carlo method with exploring starts must converge to an optimal policy since it only achieves stability when both the policy and value function are optimal and changes to the action-value function decrease over time, however this has not been proven; Sutton and Barton consider this to be one the most important open problems in reinforcement learning, although a partial solution is given in [141].
Algorithm 6.1: Monte Carlo control with exploring starts.

/* Inputs and outputs */

Input : Small tolerance $\epsilon$. Action-value function $Q(s, a)$ and policy $\pi(s)$, arbitrary for all states $s$ and actions $a \in A(s)$. $R(s, a)$, array of arrays for storing the observed returns for all state-action pairs.

Output: Updated policy $\pi \approx \pi^*$ and action-value function $Q \approx Q^*$.

/* Start of algorithm proper */

1 $\Delta = \infty$
2 while $\Delta > \epsilon$ do
3 $\Delta = 0$
4 Choose an initial state $s_0$ and action $a \in A(s_0)$ at random.
5 Generate an episode by starting from $s_0$, taking action $a_0$, then following $\pi$ thereafter.
6 foreach pair $(s, a)$ appearing in the episode do
7 $r =$ return following the first-visit to $(s, a)$
8 Append $r$ to $R(s, a)$
9 $Q(s, a) =$ average of all entries in array $R(s, a)$
10 end
11 foreach state $s$ in the episode do
12 $p = \pi(s)$
13 $\pi(s) = \arg\max_a Q(s, a)$
14 $\Delta = \max(\Delta, |p - \pi(s)|)$
15 end
16 end
6.2.2 Without exploring starts

To alleviate the necessity for exploring starts while remaining with an on-policy method, we can use a soft policy, i.e., a stochastic policy \( \pi \) such that \( \pi(a \mid s) > 0 \) for all states \( s \) and actions \( a \in \mathcal{A}(s) \), which slowly moves toward a deterministic optimal policy. We have already seen an example in the previous chapter of a soft policy in the \( \epsilon \)-greedy method for ensuring continued exploration, where most of the time we choose an action that has the optimal expected value, but with probability \( \epsilon \) we select another action at random; more formally,

\[
\pi(a \mid s) = \begin{cases} 
1 - \epsilon - \frac{\epsilon}{|\mathcal{A}(s)|}, & \text{if } a \text{ is optimal,} \\
\epsilon \frac{1}{|\mathcal{A}(s)|}, & \text{otherwise.}
\end{cases}
\]

We define a policy to be \( \epsilon \)-soft if \( \pi(a \mid s) \geq \frac{\epsilon}{|\mathcal{A}(s)|} \) for all states and actions, so \( \epsilon \)-greedy policies are an example of \( \epsilon \)-soft policies.

To now define an on-policy Monte Carlo algorithm for control that doesn’t require exploring starts we work once more in the framework of generalized policy iteration. To begin, we use first-visit Monte Carlo sampling to estimate the action-values for our current policy. Then this time we move the policy toward a policy which is \( \epsilon \)-greedy; we can do this since generalized policy iteration doesn’t actually require that we move all the way to a greedy policy, just toward it. It can be shown that for any \( \epsilon \)-soft policy \( \pi \), any \( \epsilon \)-greedy policy with respect to \( Q_\pi \) is guaranteed to be better than or equal to \( \pi \), although we will not do so here; see [128, p. 110]. Therefore, as before, stability is only achieved when we have an optimal value function, so policy iteration also holds for \( \epsilon \)-soft policies. Ultimately this means that we don’t achieve the optimal policy among all policies, but only the the optimal \( \epsilon \)-soft policy, but this will often suffice.

Algorithm 6.2 is a modified version of that given in [128, p. 109], which follows the above procedure. Note that here we terminate the while loop when an optimal policy is found, which can be established by checking if it has changed relative to the previous one, although this isn’t shown in our pseudocode as it made it untidy. In practice, a maximum number of episodes is usually also set.

6.2.3 Off-policy Monte Carlo methods

To completely remove the dependence on exploring starts, we need to move to off-policy methods. The key is to use the idea of importance sampling introduced previously. First of all, we need to be able to estimate \( V_{\pi}(s) \) for a policy \( \pi \) and state \( s \) from a batch of episodes following a different policy \( \mu \). It is convenient here to number all time steps incrementally, even across episodes—i.e., if episode 1 ends at time step 100, then episode 2 starts at time step 101. This way we can distinguish between time steps in particular episodes. So in particular we can define the set \( \mathcal{T}(s) \), which is the set of all time steps in which the state \( s \) is
Algorithm 6.2: First-visit Monte Carlo control for $\epsilon$-soft policies.

/* Inputs and outputs */

Input: Constant $\epsilon$. Action-value function $Q(s,a)$ and $\epsilon$-soft policy

$\pi(a \mid s)$, arbitrary for all states $s$ and actions $a \in \mathcal{A}(s)$. $R(s,a)$, array of arrays for storing the observed returns for all state-action pairs.

Output: Updated $\epsilon$-soft policy $\pi \approx \pi^*$ and action-value function $Q \approx Q^*$.

/* Start of algorithm proper */

while optimal policy not found do

Generate an episode using $\pi$.

foreach pair $(s,a)$ appearing in the episode do

$r = \text{return following the first-visit to } (s,a)$

Append $r$ to $R(s,a)$

$Q(s,a) = \text{average of all entries in array } R(s,a)$

end

foreach state $s$ in the episode do

$a^* = \arg \max_a Q(s,a)$

foreach $a \in \mathcal{A}(s)$ do

if $a = a^*$ then

$\pi(a \mid s) = 1 - \epsilon + \frac{\epsilon}{|\mathcal{A}(s)|}$

else

$\pi(a \mid s) = \frac{\epsilon}{|\mathcal{A}(s)|}$

end

end

end
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visited. This assumes an every-visit method; for first-visit methods, $\mathcal{T}(s)$ would just have one entry per episode, which is the first time that state was visited during the episode. Let $T(t)$ be the time that the episode in which time $t$ falls eventually terminates, and $R_t$ be the return after time $t$ (i.e., until time $T(t)$). Then $\{R_t\}_{t \in \mathcal{T}(s)}$ is the set of all returns after visits to state $s$ and $\{\rho_t^{T(t)}\}_{t \in \mathcal{T}(s)}$ the set of corresponding importance-sampling ratios. Then to form an estimate $V(s) \approx V_\pi(s)$ we use the importance-sampling ratios to scale the returns and average the results,

$$V(s) := \frac{\sum_{t \in \mathcal{T}(s)} \rho_t^{T(t)} R_t}{|\mathcal{T}(s)|}.$$  

This is ordinary importance sampling. We can also weight the average, which is known as *weighted importance sampling*. Here, we instead use

$$V(s) := \frac{\sum_{t \in \mathcal{T}(s)} \rho_t^{T(t)} R_t}{\sum_{t \in \mathcal{T}(s)} \rho_t^{T(t)}},$$

with $V(s) := 0$ if the denominator is zero.

There are important differences between the two kinds of importance sampling, which touch on another concept that recurs repeatedly throughout reinforcement learning. This is the bias-variance trade-off. The ordinary importance sampling estimate is unbiased but has unbounded variance. On the other hand, the weighted importance sampling estimate is biased but the variance converges to zero. Therefore, in practice, the weighted one has lower variance and is usually preferred.

Suppose we have a sequence of returns $R_0, R_1, \ldots, R_{n-1}$, all starting in the same state and each with a corresponding weight $W_i$ (for example, $W_i = \rho_t^{T(t)}$). If we want to estimate

$$V_n := \frac{\sum_{k=0}^{n-1} W_k R_k}{\sum_{k=0}^{n-1} W_k},$$

and update it when we observe the next return $R_n$, we must also record, for each state, the cumulative sum $C_n$ of the weights given to the first $n$ returns. Then the update rule for $V_n$ is

$$V_{n+1} := V_n + \frac{W_n}{C_n} [R_n - V_n]$$

and

$$C_{n+1} := C_n + W_{n+1},$$
where $C_0 = 0$ (and $V_0$ is arbitrary). Using this, we can evaluate a policy incrementally, from episode to episode.

We can now give a complete off-policy Monte Carlo control algorithm for estimating $\pi^*$ and $Q^*$, based on generalized policy iteration and weighted importance sampling; this is Algorithm 6.3 below, which is a modified version of the algorithm given in [128, p. 119]. The target policy $\pi \approx \pi^*$ is the greedy policy with respect to $Q \approx Q_\pi$. The behavior policy can be almost anything but we still theoretically require that an infinite number of returns are obtained for each state and action pair in order to guarantee convergence of the policy to the optimal, which can be assured by choosing $\mu$ to be $\epsilon$-soft. As before, we have omitted the termination check from the while loop for the sake of clarity, although we do this in the usual way by comparing successive approximations. The policy $\pi$ converges to the optimal policy at all visited states even though actions are selected according to a different policy.

**Algorithm 6.3:** Off-policy every-visit Monte Carlo control.

```plaintext
/* Inputs and outputs */  
Input : Discount factor $\gamma$. Action-value function $Q(s,a)$ and function $C(s,a)$, arbitrary for all states $s$ and actions $a \in A(s)$. Deterministic policy $\pi$ that is greedy with respect to $Q$.  
Output: Updated policy $\pi \approx \pi^*$ and action-value function $Q \approx Q^*$.  
/* Start of algorithm proper */

while optimal policy not found do
    Generate an episode (of maximum length $T$) using any soft policy $\mu$.
    R = 0
    W = 1
    for $t = T - 1, T - 2, \ldots, 0$ do
        $R = \gamma R + R_{t+1}$
        $C(s_t, a_t) = C(s_t, a_t) + W$
        $Q(s_t, a_t) = C(s_t, a_t) + \frac{W}{C(s_t, a_t)} (R - Q(s_t, a_t))$
        $\pi(s_t) = \arg\max_a Q(s_t, a)$, with ties broken in a consistent manner.
        if $a_t \neq \pi(s_t)$ then
            EXIT FOR LOOP
        end
        $W = \frac{W}{\mu(a_t|s_t)}$
    end
end
```
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Chapter 7

Temporal-difference learning

One comment we can make about the Monte Carlo methods described in the previous chapter is that they do not bootstrap. In this chapter we introduce a family of methods that, like Monte Carlo algorithms, can learn from sampled experience, but also bootstrap, as in classic dynamic programming. These are temporal-difference methods, and their importance to modern reinforcement learning is such that Sutton and Barto state that, “if we had to identify one idea as a central and novel to reinforcement learning, it would undoubtedly be temporal-difference (TD) learning” [128, p. 127]. As in the previous few chapters, here we closely follow the structure of [128, Chapter 6] and use similar notation (including TD for temporal-difference).

7.1 TD prediction

Like Monte Carlo methods, temporal-difference methods use the basic generalized policy iteration framework, in which policy evaluation and policy improvement steps interact in some way in order to achieve optimality. The major difference between the two is how they handle the prediction problem. Recall that

\[ V_\pi(s) := \mathbb{E}_\pi[R_t \mid s_t = s] \]

\[ = \mathbb{E}_\pi\left[ \sum_{k=0}^{\infty} \gamma^k r_{t+k} \mid s_t = s \right] \]

\[ = \mathbb{E}_\pi\left[ r_t + \sum_{k=1}^{\infty} \gamma^k r_{t+k} \mid s_t = s \right] \]

\[ = \mathbb{E}_\pi\left[ r_t + \gamma V_\pi(s_{t+1}) \mid s_t = s \right]. \] (7.2)

For every state \( s_t \), Monte Carlo methods essentially use equation (7.1) as the target for their estimate of \( V_\pi(s_t) \), which is made by using a sample return instead of the real expected return. On the other hand, TD methods use equation (7.2).
as their target; thus they bootstrap because they use the current estimate of the value function rather than the actual function itself to make their estimates.

Whereas Monte Carlo methods need to wait until they have observed the return at the end of an episode to make their updates, TD methods can do so after every single time step; in practice, this can often make a big difference and they may be preferred for this reason. The most straightforward TD method is called TD(0) and works by making the update

$$V(s_t) = V(s_t) + \alpha [r_{t+1} + \gamma V(s_{t+1}) - V(s_t)], \tag{7.3}$$

where $\gamma$ is the discount factor for the problem and $\alpha$ is a constant step size parameter. It is sometimes beneficial to work with the action-value function, in which case the update takes the form

$$Q(s_t, a_t) = Q(s_t, a_t) + \alpha [r_{t+1} + \gamma Q(s_{t+1}, a_{t+1}) - Q(s_t, a_t)]. \tag{7.4}$$

Pseudocode for a complete (tabular) TD(0) method for estimating $V_\pi$ for a given policy $\pi$ is given in Algorithm 7.1; this is a very slightly modified version of a similar algorithm given in [128, p. 128]. An almost identical algorithm can be given for estimating $Q_\pi$ which uses equation (7.4) rather than (7.3) to learn the value of the state-action pairs.

Algorithm 7.1: TD(0) for estimating $V_\pi$.

/* Inputs and outputs */
Input: Discount factor $\gamma$. Constant step size parameter $\alpha$. Value function $V(s)$, arbitrary for all states $s$. Policy $\pi$ to be evaluated.
Output: Updated $V \approx V_\pi$.
/* Start of algorithm proper */
foreach episode do
  Initialize current state $s$
  foreach step of episode do
    Take the action $a = \pi(s)$ and observe reward $r$ and next state $s'$
    $V(s) = V(s) + \alpha [r + \gamma V(s') - V(s)]$
    $s = s'$
    if $s$ is terminal state then
      EXIT FOR LOOP
  end
end

The expression $r + \gamma V(s') - V(s)$ in the TD(0) update is known as the TD error, so-called because it gives the difference between the estimated value of
the state $s$ and the improved estimate $r + \gamma V(s')$. Note that the TD error at time $t$ cannot actually be calculated until time $t + 1$, as it requires the next state and reward. It is possible to write the error in using the Monte Carlo estimate to approximate the value function as the sum of TD errors. This is important theoretically, but beyond our scope; more detail can be found in [128, Chapter 6].

It can be shown—although we will not do so here—that for any fixed policy $\pi$ the TD algorithm is guaranteed to converge to $V_\pi$ if the sequence of step size parameters $\alpha_n$ decreases such that

$$
\sum_{n=1}^{\infty} \alpha_n = \infty \quad \text{and} \quad \sum_{n=1}^{\infty} \alpha_n^2 < \infty,
$$

(7.5)

and that it converges in the mean for a sufficiently small constant $\alpha$. The same convergence results hold for the action-value function variant. One thing that hasn’t been proven is which of the TD or Monte Carlo methods converges more quickly, although in practice the former are often faster, at least for stochastic problems [128, p. 132].

### 7.2 Sarsa

The natural step now is to use TD prediction methods for policy evaluation in the generalized policy iteration framework. First, we consider an on-policy method. The basic idea, as always, is that we estimate $Q_\pi$ for the current policy $\pi$ and then improve $\pi$ by making it greedy with respect to the latest estimate of $Q_\pi$. Recall from equation (7.4), that in order to learn the value of state-action pairs—and thus estimate $Q_\pi$—we need to make an update that uses the current state ($s_t$), the current action ($a_t$), the reward received ($r_{t+1}$), the next state ($s_{t+1}$) and the next action ($a_{t+1}$). Because of this structure, the algorithm is known as State-Action-Reward-State-Action or, more commonly, Sarsa. Algorithm 7.2 gives a pseudocode for the Sarsa algorithm, which is a modified version of that given in [128, p. 138]. The Sarsa algorithm converges provided that all state-action pairs are visited an infinite number of times and that the policy converges in the limit to the greedy policy (which can be guaranteed for e.g. $\epsilon$-greedy policies by setting $\epsilon = 1/t$, where $t$ is the current time) [128, p. 138].

### 7.3 Q-Learning

An off-policy control algorithm can be defined by replacing the update (7.4) used in the Sarsa algorithm with

$$
Q(s_t, a_t) = Q(s_t, a_t) + \alpha [r_{t+1} + \gamma \max_a Q(s_{t+1}, a) - Q(s_t, a_t)].
$$

(7.6)
Algorithm 7.2: Sarsa algorithm.

/* Inputs and outputs */

Input : Discount factor $\gamma$. Constant step size parameter $\alpha$. Action-value function $Q(s,a)$, arbitrary for all states $s \neq$ terminal state and actions $a \in A(s)$, with $Q(\text{terminal state}, \cdot) = 0$.

Output: Updated $Q \approx Q^*$.

/* Start of algorithm proper */

1 foreach episode do
2  Initialize current state $s$.
3  Choose action $a$ from $s$ using some policy derived from $Q$ (e.g., $\epsilon$-greedy).
4  foreach step of episode do
5     Take action $a$ and observe reward $r$ and next state $s'$.
6     $Q(s,a) = Q(s,a) + \alpha [r + \gamma Q(s',a') - Q(s,a)]$
7     $s = s'$; $a = a'$
8     if $s$ is terminal state then
9         EXIT FOR LOOP
10    end
11 end
12 end
Initially proposed by Watkins in his PhD thesis in 1989 [150], this algorithm is known as Q-learning and its discovery was one of the seminal events in modern reinforcement learning. Watkins revisited the algorithm with Dayan three years later [149], when they were able to establish that the algorithm converges to the optimal action-value function so long as all state-action pairs are visited infinitely many times in the limit and that a similar result to (7.5) holds for the sequence of step sizes $\alpha_n$.

**Algorithm 7.3: Q-learning for off-policy control.**

/* Inputs and outputs */

**Input:** Discount factor $\gamma$. Constant step size parameter $\alpha$.

Action-value function $Q(s,a)$, arbitrary for all states

$s \neq$ terminal state and actions $a \in A(s)$, with

$Q$ (terminal state, $\cdot$) = 0.

**Output:** Updated $Q \approx Q^*$.

/* Start of algorithm proper */

1 foreach episode do

2 Initialize current state $s$.

3 Choose action $a$ from $s$ using some policy derived from $Q$ (e.g.,

\text{e-greedy}).

4 foreach step of episode do

5 Take action $a$ and observe reward $r$ and next state $s'$.

6 $Q(s,a) = Q(s,a) + \alpha [r + \gamma \max_{a'} Q(s',a') - Q(s,a)]$

7 $s = s'$; $a = a'$

8 if $s$ is terminal state then

9 \quad EXIT FOR LOOP

10 end

11 end

12 end

7.3.1 Expected Sarsa

Through a slight modification to the Q-learning algorithm, we can construct an off-policy extension of Sarsa. Known as expected Sarsa, the algorithm is almost identical to Q-learning but instead uses the update rule

$$Q(s_t, a_t) = Q(s_t, a_t) + \alpha [r_{t+1} + \gamma \mathbb{E}[Q(s_{t+1}, a_{t+1}) | s_{t+1}] - Q(s_t, a_t)].$$

(7.7)

Practically, this is more complex to implement computationally than the original Sarsa algorithm, but removing the random choice of the next action $a_{t+1}$ reduces the variance, so in general expected Sarsa tends to perform slightly better than the original (and often Q-learning as well) [128, p. 143].
7.4 Double learning

Suppose we encounter a state $s$ for which there are many actions $a$ such that $Q(s,a) = 0$ but our estimated action-value functions for those state-action pairs are uncertain, with some being above zero and some below. So although the maximum of the true values is zero, the maximum of our estimated values is positive; this introduces a positive bias, and therefore this problem is known as maximization bias.

We can see immediately from Algorithm 7.3 that Q-learning requires a maximization and so may be susceptible to maximization bias. It is less obvious that Sarsa is affected but in fact it generally is as well since it often uses $\epsilon$-greedy policies which also require a maximization. One way to avoid maximization bias is through double learning. The basic idea is that we divide our sampled experiences into two sets and use each to find separate estimates for the value function for all actions, which we can call $\hat{Q}_1$ and $\hat{Q}_2$. The trick then is to use one estimate, say $\hat{Q}_1$, to determine the optimal action $a^* = \arg\max_a \hat{Q}_1(a)$ and the other to estimate its actual value through $\hat{Q}_2(a^*) = \hat{Q}_2(\arg\max_a Q_1(a))$. Because $\E[\hat{Q}_2(a^*)] = Q(a^*)$, where $Q$ is the true value function, this estimate is unbiased. Similarly, we can repeat the process with the roles of $\hat{Q}_1$ and $\hat{Q}_2$ reversed to obtain another unbiased estimate.

One thing we can note is that using this procedure gives us two estimates but only one is actually updated at each time step, which means that although double learning requires twice the memory as before, the amount of computation at each step stays the same. We can easily incorporate double learning into any of the TD methods we have introduced already; a double Q-learning method is described by Algorithm 7.4 below, which is a slightly modified version of that given in [128, p. 144].
Algorithm 7.4: Double Q-learning.

/* Inputs and outputs */

Input : Discount factor $\gamma$. Constant step size parameter $\alpha$.
Action-value functions $Q_1(s, a)$ and $Q_2(s, a)$, arbitrary for all
states $s \neq$ terminal state and actions $a \in A(s)$, with
$Q_1(terminal\ state, \cdot) = 0$ and $Q_2(terminal\ state, \cdot) = 0$.

Output: Updated $Q_1 \approx Q^*$ and $Q_2 \approx Q^*$.

/* Start of algorithm proper */

1 foreach episode do
  2 Initialize current state $s$.
  3 Choose action $a$ from $s$ using some policy derived from $Q_1$ and $Q_2$
    (e.g., $\epsilon$-greedy in $Q_1 + Q_2$).
  4 foreach step of episode do
    5 Take action $a$ and observe reward $r$ and next state $s'$.
    6 $r = random\ number\ from\ (0, 1)$
    7 if $r < 0.5$ then
      8 $Q_1(s, a) =$
      9 $Q_1(s, a) + \alpha [r + \gamma Q_2(s', \arg\ max_{a'} Q_1(s', a')) - Q_1(s, a)]$
    else
      10 $Q_2(s, a) =$
      11 $Q_2(s, a) + \alpha [r + \gamma Q_1(s', \arg\ max_{a'} Q_2(s', a')) - Q_2(s, a)]$
    end
    12 $s = s'$
    13 if $s$ is terminal state then
      14 | EXIT FOR LOOP
    end
  15 end
16 end

Chapter 8

Function approximation and deep reinforcement learning

When we consider the task scheduling problem in high-performance computing, it soon becomes clear that the number of possible states is likely to be very large, perhaps to the extent that it is impossible to actually store the value of every possible state and action pair. Of course, this depends entirely on exactly how the problem is characterized as a Markov decision process—how we choose to define the states, actions and rewards—but even an informal consideration of the key features which realistically need to be included suggest that the state space is likely to be very large (our approach toward expressing the problem as an MDP is something will be discussed in more detail in Section 9.4.1).

In order to define the state at any one time in a useful way, we ideally need to include which tasks have already been executed, which are currently being executed (and by which processor), which are already scheduled (and which processor they are scheduled on) and which haven’t been scheduled, among potentially much else. Similarly, the number of actions available to us in any given state obviously depends on how we choose to define them but may well also be very large; for example, if our actions at any time are scheduling a specific task on a specific processor, then the number of available actions at any state is potentially (depending on the dependencies) on the order of the number of tasks multiplied by the number of processors, both of which are likely to be large.

Almost all interesting real world problems also must contend with this problem of impractically large state spaces, which is ultimately of course just the curse of dimensionality from Chapter 5 once again. In such problems, we have no chance of finding truly optimal policies and value functions, but must make do with good approximations; hence methods for handling them are often known as approximate dynamic programming. The key idea behind this approach is function approximation: since there are far too many possible state and action pairs for us to be able to explicitly find \( Q(s,a) \) for all of them, we instead extrapolate from a feasible number of samples in order to estimate function values for
all pairs. The obvious problem here is how we can possibly say anything about
states and actions we haven’t encountered before, so the trick is being able to
generalize what we do know as far as possible.

There are basically two different ways approximate value functions can be
obtained:

1. Solve a smaller, more tractable (but related) problem and use the value
   function computed there as an approximation of the value function for the
   original, larger problem.

2. Find a suitable parameterized function $\hat{Q}(s, a, r)$ to approximate $Q^*(s, a)$,
   for all states $s$ and actions $a \in A(s)$, where $r$ is a vector of tunable para-
meters (or weights), usually obtained through optimization.

The latter approach is the more theoretically robust so it is the one that we will
consider exclusively from now on, in which case there are two further choices to
be made:

1. What kind of approximation architecture to use for representing the value
   function.

2. How we update the parameter vector $r$.

A popular choice of approximation architecture is artificial neural networks (which
are the focus of the next section) so methods which make use of them are often
called neuro-dynamic programming [16], although this is another area in which
the terminology varies depending on the source. In Section 8.3 we describe some
notable recent successes which were achieved through use of neural networks—
and in particular deep neural networks—for this purpose, and which suggest that,
at least for certain problems, the curse of dimensionality can be overcome. First,
however, in the next two sections of this chapter we give a brief introduction
to neural networks and how they may be used for function approximation in
reinforcement learning.

## 8.1 Neural networks and deep learning

Artificial neural networks are widely used for approximating nonlinear functions
[128, p. 216]. Borrowing terminology from the biological brains which inspired
them, they are networks of connected artificial neurons: mathematical functions
that receive inputs and apply a nonlinear activation function to their weighted
sum in order to produce some output, or activation. For reasons that we will
not discuss here, these activation functions are often sigmoidal. Popular choices
therefore are the logistic function,

$$f(x) = \frac{1}{1 + e^{-x}}.$$
or the arctangent function
\[ f(x) = \tan^{-1}(x), \]
or, more simply,
\[ f(x) = \max(0, x). \]

Neurons which make use of the last activation function are known as rectified linear units or ReLUs.

Neural networks are usually structured in layers, with an initial input layer of neurons and a final output layer. Any neural network with other hidden layers between the two is called a deep neural network. In a feedforward neural network, external values are used as the inputs for the initial layer of neurons, and the output of these is then used as the inputs for the next layer, and so on; essentially, there are no cycles. A typical example of a feedforward neural network is shown in Figure 8.1. On the other hand, if a neural network has at least one cycle, then it is called recurrent. A prominent kind of feedforward neural networks are convolutional neural networks, which were inspired by how the human brain processes images and therefore tend to excel at tasks such as image recognition.

Often it useful for the output of the final layer of the network (and sometimes other layers) to represent probabilities; in other words, we want the output of each neuron in the layer to be between zero and one, and we want the sum of the outputs of all the neurons in the layer to be one. In this case the softmax activation function is often used. Suppose the \( i \)th neuron in the \( \ell \)th layer is denoted by \( a_i^\ell \), and that the weighted sum of the input of neuron \( a_i^\ell \) is given by

\[ z_i^\ell = \sum_k w_{ik} a_k^{\ell-1} + b_i^\ell, \]
where $w_{i,k}^{\ell}$ is the weight from neuron $i$ in layer $\ell$ and neuron $k$ in layer $\ell - 1$, and $b_{i}^{\ell}$ is a quantity known as the bias\footnote{This is important in general, but not for us, so we won’t discuss it any further.} associated with neuron $i$ in layer $\ell$. Then using the softmax activation function, the output of the neuron $a_{i}^{\ell}$ is given by

$$a_{i}^{\ell} = \frac{e^{z_{i}^{\ell}}}{\sum_{k} e^{z_{k}^{\ell}}}.$$  

Another important concept with regards to a deep neural network is the error or loss function. This is a measure of the error in the output of the network (usually, the mean squared error, or log likelihood, or cross-entropy \cite[Chapter 3]{85}). Typically we want to find the optimal loss function, which minimizes this error. The most popular way to do this for deep neural networks is using an algorithm called backpropagation, which calculates the gradient of the loss function with respect to the weights of the network. It is so named because it works backwards, calculating the gradient for the final layer first and then using this result to compute the preceding one, and propagating this information in turn through the whole network. Backpropagation makes heavy use of gradient descent and, in particular, stochastic gradient descent; a brief guide to gradient descent and its variants, with a particular emphasis on machine learning applications, can be found at \cite{104}.

Regarded as a major breakthrough that revitalized the field when it was initially discovered, backpropagation may not actually work that well for deeper neural networks \cite{13} and alternatives like dropout—in which we randomly remove neurons from the network in order to reduce overfitting of the training data \cite{118}—have also become popular in recent years \cite[Chapter 9]{128}.

Deep neural networks are often referred to as “universal approximators” \cite[p. 224]{128} because it has been proven that they are capable of approximating (almost) any function—even with just one hidden layer—provided they satisfy some reasonable conditions \cite{29}.

Machine learning methods which make use of deep neural networks are part of a field called deep learning\footnote{Technically, deep learning is not exclusively tied to artificial neural networks, but we will not consider any of the alternatives.}. Like reinforcement learning, deep learning is currently undergoing something of a renaissance and has been applied to a wide range of problems, with many noteworthy achievements in areas like image recognition. A thorough survey of the current trends in deep learning can be found at \cite{112}, and a definite recent guide to the field as a whole at \cite{45}.

### 8.2 Deep reinforcement learning

Any reinforcement learning method in which deep neural networks are used is known as deep reinforcement learning (i.e., it is almost precisely the same as...
neuro-dynamic programming). The general approach is exactly that described at the start of this chapter: we want to approximate the value or action-value function of a problem and use that in a reinforcement learning algorithm. But the obvious question is, does this work? Can we still use Q-learning, say, to find an optimal policy if our Q function is an approximation?

The answer, for the most part, is yes. Many of the reinforcement learning algorithms we have introduced so far have been successfully extended to large-scale problems through the use of deep neural networks to approximate their value functions; we will see examples in the next section. This is an area in which the theory tends to lag far behind practice, but formal convergence results and performance guarantees have also been proven. The most mathematically rigorous treatment of the subject is by Bertsekas and Tsitsiklis [16], which (arguably) lays down the theoretical bedrock on which the rest of the subject is built. We are not going to discuss the mathematical basis of deep reinforcement learning in any greater depth here, but it is something we have studied and will need to be conscious of when we attempt to apply deep reinforcement learning algorithms to the task scheduling problem in HPC, as is our intention (see Chapter 9).

8.3 Notable successes

Historically, reinforcement learning was generally hindered by many of the issues that we have already mentioned—the curse of dimensionality, achieving sufficient exploration, long-term credit assignment, and so on—and unable to achieve any significant success with truly interesting real world problems until methods that incorporated neural networks for function approximation became popular. A partial aversion of this was perhaps Arthur Samuel’s famous checkers-playing program from the late 1950s [107] (improved continually in the years following [108]), which presaged some ideas from modern reinforcement learning (and temporal-difference learning in particular), although in a different framework. Samuel’s program was eventually able to achieve a level of performance at Checkers similar to a decent amateur human player, which was remarkable for the time [128, p. 430].

The first game-playing reinforcement learning agent to achieve a level of play beyond that of all but the strongest human players was Tesauro’s TD-Gammon program for backgammon [130, 131]. Not coincidentally, this was also the first prominent effort to use deep neural networks for value function approximation, in this case a relatively simple network with just one hidden layer. The reinforcement learning algorithm used was a modified version of a standard TD learning algorithm called $TD(\lambda)$, which we have not heretofore discussed but which can, roughly, be regarded as a generalization of the TD(0) algorithm from Section 7.1 that makes use of eligibility traces—essentially, a temporary record of previous events—in an attempt to deal with the credit assignment problem [129].
For training, TD-Gammon played games against itself, a technique which has often been imitated since, achieving a level of play roughly equal to the most successful backgammon programs then in existence—all of which had some human expert input—after about 300,000 such games. Tournament matches against human grandmasters throughout the 1990s confirmed that TD-Gammon was playing at approximately their level, and its success had such an effect that human players began to imitate its approach toward aspects of the game [132]. Similarly, because of the relatively complex nature of backgammon—which has approximately $10^{20}$ possible board configurations—TD-Gammon showed the potential of deep reinforcement learning and inspired much future research in the area.

The reader will note that both of the examples mentioned so far have concerned games. Indeed, this has proven to be the area in which deep reinforcement learning algorithms have achieved their greatest successes, and in the next two sections we describe two more recent efforts in this area, both of which have received widespread attention and have had an invigorating effect on the field. However, a word of caution is perhaps in order at this point with regards to our stated aim of applying (deep) reinforcement learning to the task scheduling problem in HPC: real-world applications of deep reinforcement learning remain rare, and it is very much still an emerging subject. This will be revisited in the next chapter.

### 8.3.1 Mastering Atari games

Arguably the most prominent achievement in all of machine learning in recent years was the success researchers at Google DeepMind [74] had in training a deep reinforcement learning agent to play a collection of video games for the Atari 2600 console at superhuman levels, which attracted notice far beyond academia [81]. Published in Nature in 2015 [79], their work suggested that, at least in certain cases, it was now possible for modern reinforcement learning agents to both learn how to perform well on complex high-dimensional problems and transfer their learning across a wide variety of different tasks.

The DeepMind team created a novel reinforcement learning agent they called a deep Q-network (DQN), which integrates Q-learning with a deep convolutional neural network for value function approximation. The choice of network architecture was natural because of the fact that the DeepMind team chose to present game data to the agent as video (i.e., images in quick succession), equivalent to 50 million frames for each game; this itself was a major achievement—that the agent was able to learn each of the games from raw images, without any game-specific adjustments.

DQN differed in several ways from standard Q-learning. One of the most important was experience replay, a technique first studied by Lin [70], which was inspired by theories of how the hippocampus aids learning in the human brain. The basic idea is that the agent’s experience (current state, chosen action, reward,
next state) at every time step of every episode are pooled into a large data set, and that the action-value function updates in the Q-learning algorithm are made based on samples drawn (uniformly) at random from this set. Experience replay has often been found, as it was here, to improve learning by preventing overfitting and avoiding becoming trapped in local optima.

Tested on a suite of 46 Atari 2600 games, the DQN agent was able to meet or exceed human performance (defined as achieving more than 75% of the score of a human tester who had practiced on the game for two hours beforehand) on 29 of them, sometimes by a wide margin, despite the fact that some of them were very different. This generalization was perhaps the most novel and remarkable aspect of the DeepMind team’s work.

8.3.2 AlphaGo

Go is one of the oldest board games known but until recently had successfully resisted all attempts to create artificial agents capable of human levels of play, in part due to the truly enormous number of possible different board configurations (approximately $10^{170}$ [140]). However, in 2016, a team of researchers at Google DeepMind (with some personnel in common with the team that designed the Atari playing agent) created AlphaGo, a learning program that was soon able to not just achieve human levels of play but emphatically defeat the reigning European Go champion [115].

Unlike the Atari controller, AlphaGo made use of a large database of moves by human experts so incorporated supervised, as well as reinforcement, learning, in addition to deep neural networks. However, a year later, in 2017, DeepMind released AlphaGo Zero [116], which was capable of learning based only on experience without any human input and was therefore a wholly reinforcement learning based agent. One hundred head-to-head games suggested that AlphaGo Zero not only matched AlphaGo but actually exceeded its performance, winning every single one.

We will not actually describe how AlphaGo (and AlphaGo Zero) work here, but we mention them to emphasize that state-of-the-art reinforcement learning methods are capable of handling problems with enormous state spaces.
Chapter 9

Outline of our approach and progress so far

We believe that applying reinforcement learning to the task scheduling problem in high-performance computing is a promising avenue that should be investigated; this is the major aim of this PhD research. How we intend to pursue this investigation and the progress we have made thus far are the focus of this chapter.

Using machine learning—and reinforcement learning in particular—to tackle various scheduling problems has become increasingly popular in recent years; we chronicle many such efforts in Section 9.5. Some of these applications have similarities with the task scheduling problem which suggest that it may also be tractable by those methods. Until recently the major issue with applying reinforcement learning to a problem such as ours was the curse of dimensionality, the fact that our state space is likely to be impractically large. However, the recent progress made by combining reinforcement learning methods with deep neural networks chronicled in the previous chapter suggest that it is possible that this may be overcome.

9.1 What do we really want?

As with any project, it is important to first clearly establish what we actually hope to achieve. Basically, we want to use reinforcement learning to find a good quality schedule for any application in any computing environment. But the question is, what does a solution to this problem look like?

Suppose for instance that we want to find the optimal way to schedule an application which performs the Cholesky factorization of a matrix on a given HPC system. In that case what we want from a reinforcement learning algorithm is that it takes the application (or its task graph) as input and returns a good schedule after an acceptably small amount of training. A good schedule can be defined however we choose it to be; the most natural choice would be that the
best schedule is the one which minimizes the makespan, the time it takes to execute all the tasks in the DAG. But we may want to minimize, for example, energy consumption instead, or perhaps minimize the makespan whilst also keeping energy costs below a prescribed limit. Ideally, we should like a reinforcement agent that can take the variable we want to optimize as an input and return a schedule that optimizes that variable. Achieving such a level of generalization however will surely be tricky and is not something we have begun to seriously consider yet.

Then we want to find the best such reinforcement learning algorithm, that returns the best quality schedule with the least amount of training, or that balances the two in the most acceptable way. Hence one of the aims of this work is to evaluate the performance of existing reinforcement learning algorithms, such as those described in Chapters 6, 7 and 8, for this purpose, comparing them both to each other and alternative approaches such as HEFT for a wide range of different applications and a variety of different system architectures.

Our intention then is to use the observations we make and the information we glean from experiments with existing reinforcement learning algorithms in order to design novel ones for the task scheduling problem. This will involve identifying the key features of the algorithms that are most important for ensuring good performance, as well as theoretical analysis of the characteristics of the problem itself. Our hope then is that our handcrafted algorithms will be able to improve upon the performance of both existing scheduling heuristics and reinforcement learning algorithms.

We need to always remain practical. Even if we have a reinforcement learning algorithm that can learn a good schedule for a given application on a given machine, what we ideally want to be able to do is find some way to transfer what we have learned from one application and one machine to other applications, run on different machines; this, after all, is what learning really means. Another goal of our research then is to develop ways to transfer this knowledge. The (perhaps impossible) ideal here is a scheduling algorithm that, after a short period of training on a diverse set of test applications, is able to almost immediately achieve good schedules for any application run in the computing environment in the future.

9.2 An immediate problem

Perhaps the major practical concern that leaps out when we consider applying reinforcement learning to the task scheduling problem is that reinforcement learning methods usually need to do lots of training but on HPC systems this may be prohibitively expensive; after all, the Google DeepMind Atari controller required the equivalent of around 38 days of training [79], a small amount perhaps compared to the experience accrued by human experts over their lifetime but a long
time in a HPC context, where the overriding concern is to minimize computing
time in order to reduce overall operating costs. It is no coincidence that rein-
forcement learning has achieved its greatest success with games, where training
data is relatively cheap and easy to acquire. We also have to seriously consider
whether the cost of the training negates any gains we may achieve by obtaining
a more optimal schedule; we saw in Section 3.2.2 that one of the drawbacks of
using genetic algorithms for scheduling problems is that, although the quality of
the schedule achieved is often much better than for competing methods, the time
it takes to obtain it can be prohibitive.

Reducing the amount of training required to achieve good results is obviously
one of the major goals for reinforcement learning methods in general. We really
want data efficient algorithms that can extract as much useful information from
the data already gathered as possible. An interesting application area in which
data efficiency is particularly important is robotics, where for practical reasons it
may be difficult to gather the data necessary for traditional reinforcement learning
techniques. A policy search reinforcement learning method known as Probabilistic
Inference for Learning COntrol (PILCO) [33] has recently made some promising
progress toward data efficient learning in this area [34], so we briefly considered
if it may also be suitable for our purposes.

PILCO is a model-based method and typically the biggest problem with that
approach is overconfidence in the accuracy of the model. To overcome this,
PILCO (and other probabilistic model methods) take into consideration the level
of confidence we have about the model itself. PILCO uses nonparametric Gaus-
sian processes as a probabilistic model and treats uncertainty in the model as
noise. With this approach, PILCO does not require an explicit value function,
unlike most of the other methods we have introduced so far. PILCO is currently
limited to episodic systems, but extension to the more general case may well be
possible.

Although the focus on extracting as much information from the data we have
as possible is certainly appealing, one thing PILCO and similar algorithms don’t
handle particularly well is large state spaces such as in our task scheduling prob-
lem, so we have no plans to investigate PILCO or similar probabilistic model
methods in greater depth at the moment. However, it is something we may wish
to revisit at some point in the future.

9.3 Our solution: simulation

As already noted, the standard approach to gathering training data when real
data is difficult to acquire is simulation. The use of simulation for reinforcement
learning applications is well-established and has a solid theoretical foundation
[16]. From a practical standpoint, a simulator offers us several potential advant-
ages over training on real HPC systems. Depending on the capabilities of our
simulator, we may be able to consider a wide variety of potential architectures and applications. Observing how an algorithm performs on a totally different architecture thus becomes as easy as adjusting the parameters of the simulator, rather than trying to secure access on a real machine. We also do not have to worry about the operating costs associated with running real HPC machines; we can do as much training as we desire.

Of course, the obvious issue with using a simulator is that the data we obtain may not be truly reliable. Fortunately, good software for simulating the behavior of arbitrary computing environments exists. One such option that we have explored is the focus of the next section.

9.3.1 SimGrid

Since we have previously made use of StarPU (see Section 2.4.2), the natural choice of simulator is SimGrid [23], which has been integrated with StarPU in the last few years; collaboration between the StarPU and SimGrid teams is ongoing and is intended to be pursued further [119, 120, 121]. SimGrid is a fast, mature, open-source, C/C++ language software simulator that allows the reliable simulation of application execution on user-defined parallel, distributed computing platforms [3, 18, 40, 60, 66, 100, 101, 126, 143].

The advantage of the integration of StarPU and SimGrid is that we can write efficient application code with StarPU and then use SimGrid to simulate its execution on a wide variety of different architectures. SimGrid allows users to specify an almost arbitrary range of target architectures, with users able to add as many processors as they like, of whatever speed they choose, and describe how they are linked. The typical way to do this is in a separate XML file. From a practical standpoint, we should note that it is somewhat awkward to construct the extremely complex systems typical of modern HPC in XML. The SimGrid development team is aware of this and also permits the use of Lua files to describe environments instead; the intention is that eventually users will be able to describe their chosen environment entirely in C/C++ [117]. In the future, we also intend to investigate if we can find some way to more easily define computing environments in SimGrid.

As a final point, we note that the ability to define arbitrary architectures is useful not just for training a reinforcement learning agent for an existing HPC system, but also offers the potential of identifying key features that we should include when designing future system architectures.

Ultimately our intention is that we write our application code in StarPU and that the runtime then constructs the DAG. However, SimGrid also includes the SimDag interface, an environment for dealing with applications represented as DAGs, which allows us to simply deal with the task graph of an application without having to consider the application itself. There are both advantages and disadvantages to this approach: we can generate random DAGs easily, certainly more so than writing new code for an application from scratch, but we need to
ensure that they are representative of the kind of applications we want to consider. SimDag allows us to construct arbitrary DAGs, either directly in our C/C++ code or by loading them from a DOT or DAX file; we have generally found the latter to be easier. We can specify the type (e.g., communication or computation) of all the tasks in the DAG, as well as their size, and all the dependencies between them. Generating random DAGs isn’t difficult, even from scratch, although good open-source software exists, such as DAGGEN, created by Suter (a member of the SimGrid development team), the source code for which is available at his Github page [125].

Both StarPU and SimGrid allow users to design their own scheduling strategies, giving us the opportunity to implement existing reinforcement learning algorithms and also any new ones we may develop. Thus far, we have mostly worked in SimDag towards this end, but our intention is to do the same in StarPU in the future. We have begun to implement some of the simple Monte Carlo and temporal-difference reinforcement learning algorithms described in Chapters 6 and 7, although our progress here has been slower than we would have liked. We have had some success very recently however and are hopeful that we will be able to successfully implement (tabular) versions of algorithms like off-policy Monte Carlo control, Sarsa and Q-learning in the SimDag framework in the immediate future. We should then be able to evaluate their performance on a variety of randomly generated DAGs and computing environments. After this, we will want to begin to move towards approximate methods such as those described in Chapter 8. From a practical standpoint, this will require surmounting some more implementation hurdles but we are optimistic that we will be able to meet them.

9.4 Some current and potential issues

In this section we detail some of the problems we have encountered thus far, and others that we are aware will need to be satisfactorily solved in the future but that we have not begun to seriously grapple with yet.

9.4.1 Characterizing the MDP

Implicit in the assumption that we can apply reinforcement learning to the task scheduling problem is that we can characterize it as a Markov decision process, with states, actions and rewards defined in a useful way that allow us to actually solve the problem we want to solve. But there are a lot of decisions we need to make in order to ensure that this is the case.

Roughly speaking, in any planning problem the state of the system should tell us all the information we need in order to make a decision. So it seems reasonable to suppose that the system in our problem is fully described at any point in time by the state of the processors and the state of the application (as we have mostly
been working practically in SimDag, we will use DAG from now on rather than application). The state of the DAG is defined by the state of all the tasks in it: whether they have already been executed, or have been scheduled, or are waiting to be scheduled, and so on. Similarly, the state of the processors could be a list of which tasks are currently scheduled on each of the processors and their costs. To be truly useful, we can see that the state space for our problem must be very large, at least in the case of DAGs with many nodes and HPC systems which have potentially millions of processors. So far, we have only experimented with small DAGs and simulated computing environments with a small number of processors, although our intention is to move on to larger, more realistic examples soon.

How we choose to define the actions we can take is not immediately apparent. Thus far in our experimentation we have typically chosen our actions to be scheduling a specific task on a specific processor, which usually seems reasonable, but there is plenty of scope for further investigation here. For example, in an environment comprising CPUs and GPUs it may be sensible to define our action to be which type of processor to schedule a task on (with some prescribed alternative action to take if all of the processors of the chosen kind are busy).

Similarly, choosing a useful reward function that encourages the agent to do precisely what we want it do can be notoriously tricky [54]. A recent example of this comes from a paper by Popov et al. [98]. There they were attempting to design a reinforcement learning controller for a robot arm to master the task of grasping a red block and stacking it on top of a blue one. Once the red block was successfully grasped, a reward was given for the controller’s success in guiding it towards the top of the blue block. However, this reward was defined by the height achieved by the bottom face of the red block, so in some cases the controller learned to simply flip the block over!

If we wish to find, for example, the schedule that reduces the overall execution time, then our reward function must reflect this. Assuming our actions are defined by scheduling a specific task on a certain processor, then the most straightforward choice would be for the reward to simply be the (estimated) time it takes to execute the task on that processor, as in the HEFT algorithm. And of course, if we want to optimize something other than total execution time, such as energy consumption, then our rewards would have to be defined entirely differently (for example, estimated power consumption of that task on that processor). So far in our simple experiments we have focused on minimizing the overall makespan and have used simple rewards like estimated execution time, although we have also considered rewards defined as weighted sums of multiple variables that we want to optimize, such as estimated execution time and the number of new tasks which can be scheduled once the chosen task has been executed. This introduces the new problem of determining weights for the sum, which complicates matters further, and is probably not something we will pursue any further.
9.4.2 Transfer of learning

As we have already discussed, one of the major issues with applying reinforcement learning in general is transfer of learning—how do we transfer things we have learned from solving one problem to one we haven’t seen before? For our problem in particular, we ideally want to be able to use the information we have gained from learning how to efficiently schedule a specific application on a specific platform to other applications, potentially on different platforms as well.

For example, testing on randomly generated DAGs was the approach taken by the creators of HEFT [138] to evaluate its performance and is a useful metric to some extent. But of course there is no substitute for the real thing, so there’s no guarantee that an algorithm that performs well on a variety of random DAGs will perform just as well on real application task graphs. Perhaps the compromise solution then is to find some way to ensure that the DAGs we generate for training are not entirely random but are restricted in some sense to be useful for the applications we are studying—for example, if we want to optimize task scheduling for the Cholesky factorization of a matrix, we need to find some way to generate random DAGs which are similar to Cholesky factorization task graphs. If the DAGs we train on are sufficiently representative, we can potentially do all of our training this way. Precisely how to generate random instances of DAGs which represent specific applications is an open question that we intend to study further.

Similarly, of course, we would like to be able to apply things we have learned from learning an application on a specific system architecture to other architectures, but this is again not straightforward. One idea we have considered is doing some sort of clustering to divide all the architectures we might encounter into a small number of different categories, then training on a typical example of each category to find the best scheduling policy for the application on each category of architecture. This still leaves us with the problem of transferring learning between architectures in each category, but the idea is that this will be an easier problem to solve than the original one. This also is something we want to investigate further in future.

9.4.3 Remaining practical

This is another thing that we have already touched on but feel we should emphasize once again.

We are trying to solve a practical problem, so we always need to keep the big picture in mind and make sure that our solution is actually worthwhile. In particular, as we have already alluded to, we need to ensure that any gains we achieve from obtaining better schedules are worth the additional overhead incurred compared to the schedules we may obtain by other means. Of course, we are also trying to minimize this overhead, but it is likely our reinforcement learning approach is always going to need more computing time to obtain a
schedule than, say, HEFT. The question that must be asked is, are the potential gains worth the extra time and effort?

This research began with a focus on dense linear algebra, where existing scheduling heuristics generally perform quite well, and finding slightly better schedules may not realistically be worth the extra effort required to find them (although this just a possibility, and we still fully intend to investigate this). However, our approach may ultimately be better suited to an area like sparse linear algebra where making efficient use of the available resources is trickier and the quality of the schedule we obtain can make a bigger difference. Considering other potential applications for which finding good quality schedules is particularly important is another thing that we intend to do in the future.

9.4.4 Designing new algorithms

As previously stated, perhaps our ultimate aim with this project is to design novel reinforcement learning agents that can improve upon existing task scheduling techniques. Thus far, we have not begun to seriously consider how we will do this in detail. The original intention was to create a computational framework in which to implement many of the existing scheduling heuristics (e.g., HEFT) and the reinforcement learning methods that we wished to consider, and that we would then perform numerical experimentation in order to guide our analysis of the task scheduling problem and therefore help us to both adjust existing algorithms and design new ones. This is still the plan, in part, but setting up such a framework has proven to take longer than we had anticipated.

Our intention now then is to continue to try and get the computational framework up and running, but also to immediately begin to analyze the problem in a more mathematically rigorous way than we have thus far. One particular avenue we want to pursue in the immediate future is to consider the HEFT algorithm in detail and investigate how we can incorporate reinforcement learning to improve the estimation of task completion times.

9.5 Related work

The idea of applying machine learning to the problem of scheduling tasks on computational resources has been considered before, albeit perhaps not widely. The use of reinforcement learning—in particular, Q-learning—for dynamic load balancing in distributed heterogeneous systems was investigated by Parent et al. [94], and later Samreen and Kumar [106]. Li et al. [67] used artificial neural networks to estimate task execution times in their extension of the existing (static and restricted to homogeneous systems) Modified Critical Path (MCP) scheduling heuristic from [155]. The idea of training neural networks to predict thread performance on the diverse processing cores of a heterogeneous system in or-
der to maximize total throughput is also considered in the more recent work of Nemirovsky et al. [83]. Interestingly, they found that using deep neural networks sometimes led to diminishing returns compared to using more lightweight networks.

Ipek et al. propose a reinforcement learning based memory controller for multicore processors [53]. Particular attention is given in their paper to how their problem was modeled as an MDP and the design of the reward function, which we found interesting and instructive. The controller uses the Sarsa algorithm to learn the action-value function for the problem. Although simulations suggested that the controller was capable of out-performing the existing approaches at that time, it was never actually implemented on a physical chip because of the prohibitive cost of constructing such hardware.

Training a neural network to predict memory requirements on HPC systems was investigated by Rodrigues et al. [102]. A Q-learning agent is proposed for routing jobs in ad-hoc networks in [25]. Tesauro investigates the use of reinforcement leaning agents for managing computer resource allocation in data centers in [133], as do Vengerov and Iakovlev in [144]. Negi and Kumar considered the use of machine learning to optimize the CPU time allocated to programs in Linux systems [82]. Galstyan, Czajkowski, and Lerman studied the application of reinforcement learning algorithms for resource allocation in grid computing environments [41]. Machine learning approaches have also been investigated for compiler optimization [124, 139].

In addition there is an extensive body of literature concerning the use of machine learning for general scheduling problems [9, 14, 22, 80, 99, 111, 113], and the job shop scheduling problem in particular [8, 49, 65, 103, 162], of which our task scheduling problem can be considered a specific example, albeit with important idiosyncrasies (see Section 2.5).

9.6 Summary of progress so far

In this section, I briefly summarize what I have actually accomplished over the first year of this PhD project, with more of a personal perspective than before.

- It was necessary to do a lot of study in order to become familiar with all the relevant topics, particularly as I don’t have a strong background in, for example, applied probability. I have studied several courses, both for credit and online, to this end; a list is provided in Appendix A. Similarly, I have done a lot of reading and independent study, for which the references for this document are probably the best guide to what this comprised. These studies took up a good deal of my time this year, although will hopefully stand me in good stead over the next few years of this research.

- I made some progress toward setting up a computational framework which
will allow me to consider the application of reinforcement learning to the task scheduling problem. However, progress here has not been as rapid as I would have liked and there is still work to be done, with no real useful results produced so far. Very recently, I have had some success here and I am optimistic that I will soon be able to implement many of the tabular reinforcement learning algorithms that I want to apply to the task scheduling problem. More work will need to be done in the future to make the move toward implementing deep reinforcement learning methods for larger-scale problems, but I don’t foresee any major issues there at the moment.

• So far I have not begun to seriously consider how existing task scheduling heuristics and algorithms can be extended with the use of reinforcement learning, nor the design of novel ones of my own. This is perhaps the area where I am most eager to make some progress, and I intend to do a lot of work here in the coming months (see Section 9.7).

9.7 Proposed timetable for future research

In this section I give a provisional timetable for the work I intend to do over the next year or so. This is of course subject to change, but should hopefully give a good idea of my overall plans for the remainder of the project.

Summer/Autumn 2018

• Successfully implement existing reinforcement learning algorithms like off-policy Monte Carlo control, Sarsa and Q-learning in SimDag, and analyze the quality of the schedules obtained for randomly generated DAGs and typical HPC environments.

• Begin to analyze the task scheduling problem in a more rigorous manner. Investigate how the HEFT algorithm may be improved by using reinforcement learning techniques. Use numerical experiments to guide the analysis as far as possible.

Autumn/Winter 2018

• Extend simulation framework so we can begin to implement and analyze existing deep reinforcement learning algorithms.

• Design and implement novel reinforcement learning agents for the task scheduling problem, assuming for the moment that we already have the DAG of an application. Analyze the results and use this to aid future designs.
2019 and beyond

• Consider the problem of how we can transfer learning from one DAG to another, or from one environment to another. How far can we take this? Investigate similar existing techniques and see if/how they may be adapted.

• Continue development and refinement of, and numerical experimentation with, prototype scheduling algorithms. Move beyond the assumption that we have been given the DAG and consider the complete process, from the application code development stage (i.e., integrate more fully with StarPU). This will be necessary in order to run application code on real HPC systems, which will allow us to verify the results gathered using SimGrid and demonstrate the real world potential of our algorithms.
Appendix A

Personal development

Courses taken

MATH69122 Stochastic Control with Applications to Finance

*Internal course.*

*Course instructor: Neil Walton.*

Although intended for MSc students studying mathematical finance and with most examples and applications discussed being of that nature, the bones of the course still provided a good general introduction to dynamic programming and Markov decision processes, with other relevant topics such as reinforcement learning also touched upon.

MAGIC099 Numerical Methods in Python

*MAGIC course, Autumn 2017/18, 10 hours.*

*Course instructor: Ian Hawke, University of Southampton.*

*Grade: Pass (pass/fail marking scheme).*

Reinforced my understanding of the basics of numerical analysis, and practical exercises allowed me to gain more experience with Python, which has become the most popular programming language for machine learning in recent years.

Heuristics and Approximation Algorithms

*National Taught Courses in Operations Research (NATCOR) course.*

*University of Nottingham, 9th–13th April, 2018.*

Short lecture course given by several experts in their respective fields. A general introduction to how heuristics are used to find good solutions to otherwise
intractable optimization problems. Specific topics covered in depth include me-
taheuristics such as simulated annealing, tabu search and genetic algorithms.

**Convex Optimization**

*National Taught Courses in Operations Research (NATCOR) course.*
*University of Edinburgh, 4th–8th June, 2018.*

A week-long lecture course given by prominent researchers in the field. After a brief introduction to the underlying principles of convex optimization, the focus then shifted to extended discussion of more specific topics, such as interior point methods and convex relaxation. Computational practicalities were emphasized, such as the importance of taking advantage of sparsity and matrix structure in order to efficiently perform the linear algebra operations required in, for example, both the simplex and interior point methods.

**Online courses studied**

In addition to the courses given above, I also studied the following online courses. All of the courses listed below consisted of online lecture videos and other resources such as written notes and assignments.

**Machine Learning**

*Given at the University of Oxford, 2014/15.*
*Course instructor: Nando de Freitas.*

A general but comprehensive introduction to machine learning, with some discussion of reinforcement learning in particular, by one of the most prominent experts in the field, who now also works for Google’s DeepMind and has been involved in some of their recent achievements which we have already noted.

**Reinforcement Learning**

*Given at University College, London, 2015.*
*Course instructor: David Silver.*

Introductory lecture course in reinforcement learning, given (like the above) by a member of the Google DeepMind team who is prominent in the field and worked on some of their notable recent achievements. Covered all of the topics described in Chapters 6, 7 and 8 in greater detail than we gave there, and extended them considerably further.
Approximate Dynamic Programming

*Given at Tsinghua University, 2014.*
*Course instructor: Dimitri Bertsekas.*

Short six-lecture, twelve-hour course giving an overview of approximate dynamic programming for infinite-horizon problems.

**Other activities**

**Society for Industrial and Applied Mathematics (SIAM)**

*Treasurer, University of Manchester Student Chapter.*
*October 2017–Present.*

Responsible for receiving and dispersing all Chapter funds, and submitting periodic financial reports accounting for them to the parent organization.
Appendix B

Numerical linear algebra primer

Algorithms

Algorithm B.1: A practical algorithm for computing the block Cholesky factorization of a matrix using LAPACK functions.

Input : Symmetric positive definite matrix \( A = \begin{bmatrix} A_{11} & A_{12} \\ A_{12} & A_{22} \end{bmatrix} \).

Output: Lower triangular matrix \( L \) such that \( A = LL^T \). For efficiency, the matrix \( A \) is overwritten such that \( A = \begin{bmatrix} L_{11} \\ L_{12} & L_{22} \end{bmatrix} \).

1 while \( A \) is not fully factorized do
2     Update \( A_{11} := L_{11} = \text{POTRF}(A_{11}) \).
3     Compute \( A_{12} := L_{12} = A_{12}L_{11}^T \) using \( \text{TRSM} \).
4     Compute \( A_{22} := L_{22} = A_{22} - L_{21}L_{21}^T \) using \( \text{SYRK} \) and \( \text{GEMM} \).
5     \( A := A_{22} \).
6 end

Here we have slightly simplified matters by assuming that the matrix is only partitioned into four blocks but the principle is the same if we partition the matrix further.

Software

BLAS (Basic Linear Algebra Subprograms) is a specification for extremely efficient, portable routines that perform basic linear algebra operations. Level 1 BLAS perform scalar, vector and vector-vector operations; Level 2, matrix-vector operations; and Level 3, matrix-matrix operations. They are the standard building blocks for these operations in linear algebra software libraries.
LAPACK (Linear Algebra PACKage) is a Fortran library of subroutines for solving many different numerical linear algebra problems, created in order to improve upon existing software libraries by taking better advantage of the memory hierarchies on modern machines. LAPACK routines do this by utilizing block matrix operations to a large extent. They are designed to use calls to the BLAS as extensively as possible, especially Level 3 BLAS.
Appendix C

Code

C.1 Block Cholesky factorization

/*
Block Cholesky factorization with StarPU.
Authors: Thomas McSweeney and Mawussi Zounon.
*/

#include <stdlib.h>
#include <stdio.h>
#include <string.h>
#include <time.h>
#include <mkl.h>
#include <starpu.h>

// Useful function for printing matrices for visual comparison.
// Only really practical for very small sizes (n = 10 or less).
void print_matrix(double A[], int n) {
    for (int i = 0; i < n; i++) {
        for (int j = 0; j < n; j++) {
            printf("%6.3f ", A[j * n + i]);
        }
        printf("\n");
    }
}

// StarPU performance model.
static struct starpu_perfmodel pmodel = {
    .type = STARPU_HISTORY_BASED,
    .symbol = "pmodel"
void starpu_cpu_dpotrf(void *buffers[], void *cl_arg) {

    // Unpack A.
    double *A = (double *) STARPU_MATRIX_GET_PTR(buffers[0]);

    int n, ld;
    // Could use StarPU functions to get n and ld, but for
    consistency with other functions, passed them as
    arguments instead.
    //n = STARPU_MATRIX_GET_NX(buffers[0]);
    //ld = STARPU_MATRIX_GET_LD(buffers[0]);
    starpu_codelet_unpack_args(cl_arg, &n, &ld);

    int layout = LAPACK_COL_MAJOR;
    char uplo = 'L';

    // Call the kernel.
    LAPACKE_dpotrf(layout, uplo, n, A, ld);
}

void starpu_cpu_dgemm(void *buffers[], void *cl_arg) {

    double *A = (double*) STARPU_MATRIX_GET_PTR(buffers[0]);
    double *B = (double*) STARPU_MATRIX_GET_PTR(buffers[1]);
    double *C = (double*) STARPU_MATRIX_GET_PTR(buffers[2]);

    // Could use STARPU_MATRIX_GET_NX and
    //STARPU_MATRIX_GET_LD instead.
    int m, k, n;
    int lda, ldb, ldc;
    double alpha, beta;
    starpu_codelet_unpack_args(cl_arg, &m, &n, &k, &alpha, &
    lda, &ldb, &beta,
    &ldc);

    CBLAS_TRANSPOSE transA = CblasNoTrans;
    CBLAS_TRANSPOSE transB = CblasNoTrans;

    // Call DGEMM.
    cblas_dgemm(CblasColMajor, transA, transB,
void starpu_cpu_dtrsm(void* buffers[], void *cl_arg) {

double *A = (double *) STARPU_MATRIX_GET_PTR(buffers[0]);
double *B = (double *) STARPU_MATRIX_GET_PTR(buffers[1]);

double alpha;
int m, n, lda, ldb;
CBLAS_UPLO uplo = CblasLower;
CBLAS_SIDE side = CblasLeft;
CBLAS_DIAG diag = CblasNonUnit;

CBLAS_LAYOUT layout = CblasColMajor;
CBLAS_TRANSPOSE transA = CblasNoTrans;

starpu_codelet_unpack_args(cl_arg, &m, &n, &alpha, &lda, &ldb);

cblas_dtrsm(layout, side, uplo, transA, diag, m, n, alpha, A, lda, B, ldb);
}

void starpu_cpu_dsyrk(void* buffers[], void *cl_arg) {

double *A = (double *) STARPU_MATRIX_GET_PTR(buffers[0]);
double *C = (double *) STARPU_MATRIX_GET_PTR(buffers[1]);

double alpha, beta;
int n, k, lda, ldc;
CBLAS_UPLO uplo = CblasLower;
CBLAS_LAYOUT layout = CblasColMajor;
CBLAS_TRANSPOSE trans = CblasNoTrans;

starpu_codelet_unpack_args(cl_arg, &n, &k, &alpha, &lda, &beta, &ldc);

cblas_dsyrk(layout, uplo, trans, n, k, alpha, A, lda, beta, C, ldc);
// dpotrf codelet.
struct starpu_codelet starpu_codelet_dpotrf = {
    .cpu_func = starpu_cpu_dpotrf,
    .nbuffers = 1,
    .name = "dpotrf",
    .model = &pmodel
};

// dtrsm codelet.
struct starpu_codelet starpu_codelet_dtrsm = {
    .cpu_func = starpu_cpu_dtrsm,
    .nbuffers = 2,
    .name = "dtrsm",
    .model = &pmodel
};

// dgemm codelet.
struct starpu_codelet starpu_codelet_dgemm = {
    .cpu_func = starpu_cpu_dgemm,
    .nbuffers = 3,
    .name = "dgemm",
    .model = &pmodel
};

// dsyrk codelet.
struct starpu_codelet starpu_codelet_dsyrk = {
    .cpu_func = starpu_cpu_dsyrk,
    .nbuffers = 2,
    .name = "dsyrk",
    .model = &pmodel
};

// dpotrf task insertion.
static void starpu_dpotrf ( int n, starpu_data_handle_t A,
    int lda ) {

    starpu_insert_task(
        &starpu_codelet_dpotrf,
        STARPU_VALUE, &n, sizeof(int),
        STARPU_RW, A,
        STARPU_VALUE, &lda, sizeof(int),
        0);
}
// dpotrf task insertion.
static void starpu_dgemm(int m, int n, int k, double alpha,
    starpu_data_handle_t A, int lda, starpu_data_handle_t B,
    int ldb, double beta,
    starpu_data_handle_t C, int ldc) {

    starpu_insert_task(
        &starpu_codelet_dgemm,
        STARPU_VALUE, &m, sizeof(int),
        STARPU_VALUE, &n, sizeof(int),
        STARPU_VALUE, &k, sizeof(int),
        STARPU_VALUE, &alpha, sizeof(double),
        STARPU_R, A,
        STARPU_VALUE, &lda, sizeof(int),
        STARPU_R, B,
        STARPU_VALUE, &ldb, sizeof(int),
        STARPU_VALUE, &beta, sizeof(double),
        STARPU_RW, C,
        STARPU_VALUE, &ldc, sizeof(int),
        0);
}

// dsyrk task insertion.
static void starpu_dsyrk(int n, int k, double alpha,
    starpu_data_handle_t A, int lda, double beta,
    starpu_data_handle_t C, int ldc) {

    starpu_insert_task(
        &starpu_codelet_dsyrk,
        STARPU_VALUE, &n, sizeof(int),
        STARPU_VALUE, &k, sizeof(int),
        STARPU_VALUE, &alpha, sizeof(double),
        STARPU_R, A,
        STARPU_VALUE, &lda, sizeof(int),
        STARPU_VALUE, &beta, sizeof(double),
        STARPU_RW, C,
        STARPU_VALUE, &ldc, sizeof(int),
        0);
}

// dtrsm task insertion.
static void starpu_dtrsm(int m, int n, double alpha,
    starpu_data_handle_t A, int lda, starpu_data_handle_t C,
    int ldc) {
    starpu_insert_task(
&starpu_codelet_dtrsm,
STARPU_VALUE, &m, sizeof(int),
STARPU_VALUE, &n, sizeof(int),
STARPU_VALUE, &alpha, sizeof(double),
STARPU_R, A,
STARPU_VALUE, &lda, sizeof(int),
STARPU_RW, C,
STARPU_VALUE, &ldc, sizeof(int),
0);

}

int main(int argc, char *argv[]) {

int check = starpu_init(NULL);
STARPU_CHECK_RETURN_VALUE(check, "starpu_init");

const int nb = 256;   // Block size.
int n = 4096;        // Matrix size.
int lda = n;         // Leading dimension.
int nt = n / nb;     // Number of tiles (in the x and y directions).

double *A = (double*) malloc(n * lda, sizeof(double));
double *original_A = (double*) malloc(n * lda, sizeof(double));

srand(time(NULL));   // Set a seed.

// Initialize the matrix.
for (int i = 0; i < n; i++) {
    for (int j = 0; j < n; j++){
        A[i + j * n] = (double)rand()/RAND_MAX;
        if (i == j)
            A[i + j *n] += i*j + 1; // Ensure that the matrix is diagonally dominant (and therefore positive definite)
    }
}
// Note matrix is not symmetric, but we only work with lower or upper half anyway.

// Copy the matrix - useful for debugging and comparing relative function performance.
memcpy(original_A, A, sizeof(double) * n * lda);
// Register the handles.
starpu_data_handle_t A_handles[nt * nt];
for (int i = 0; i < nt; i++) {
    for (int j = 0; j < nt; j++) {
        starpu_matrix_data_register(&A_handles[i + j * nt],
            STARPU_MAIN_RAM,
            (uintptr_t)&A[i * nb + lda * j * nb],
            lda, nb, nb, sizeof(double));
    }
}

clock_t start, time_taken;
double cpu_time, cpu_time_2;

start = clock(); // Time StarPU function.

// Factorize the matrix with StarPU.
for (int k = 0; k < nt; k++) {
    starpu_dpotrf(nb, A_handles[k + k * nt], lda);
    for (int m = k + 1; m < nt; m++) {
        starpu_dtrsm(nb, nb, 1.0, A_handles[k + k * nt],
            lda, A_handles[m + k * nt], lda);
    }
    for (int m = k + 1; m < nt; m++) {
        starpu_dsyrk(nb, nb, -1.0, A_handles[k + k * nt],
            lda, A_handles[m + m * nt], lda);
        for (int r = k + 1; r < nt; r++) {
            starpu_dgemm(nb, nb, nb, -1.0, A_handles[m + k * nt],
                lda, A_handles[r + k * nt], lda, 1.0, A_handles[m + r * nt], lda);
        }
    }
}

// Wait for all tasks to be completed.
starpu_task_wait_for_all();

// Unregister the matrix.
for (int i = 0; i < nt * nt; i++) {
    starpu_data_unregister(A_handles[i]);
}

time_taken = clock() - start;
cpu_time = ((double) time_taken) / CLOCKS_PER_SEC;
int layout = LAPACK_COL_MAJOR;
char uplo = 'L';

start = clock(); // Time MKL function.

LAPACKE_dpotrf(layout, uplo, n, original_A, lda);

time_taken = clock() - start;
cpu_time_2 = ((double) time_taken) / CLOCKS_PER_SEC;

// Now we compute the element-wise error - remember
// overwrote only the lower (or upper) triangular part.
double error = 0.0;
for (int i = 0; i < n; i++) {
    for (int j = i; j < n; j++) {
        error += abs(A[i*n + j] - original_A[i*n + j]);
    }
}

printf("Performing the factorization with StarPU took %f seconds with error = %f.\n", cpu_time, error);
printf("Factorizing the whole matrix with MKL took %f seconds.\n", cpu_time_2);

// Shutdown StarPU.
starpu_shutdown();
return 0;
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